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A Pluralist Framework for the Philosophy 
of Social Neuroscience

Sergio Daniel Barberis, M. Itatí Branca, and A. Nicolás Venturelli

Abstract  The philosophy of neuroscience has been a dynamic field of research in 
the philosophy of science since the turn of the century. As a result of this activity, a 
new mechanistic philosophy has emerged as the dominant approach to explanation 
and scientific integration in neuroscience. Rather surprisingly, the philosophy of 
social neuroscience has remained an almost uncharted territory. In this chapter, we 
advance a pluralistic framework for that field. Our framework seeks to ground the 
proliferation of modeling approaches, explanatory styles, and integrative trends 
within social neuroscience. First, we highlight the plurality of modeling approaches 
pursued by social neuroscientists by reviewing the distinctive features of mechanis-
tic models, dynamical models, computational models, and optimality models. 
Second, we reject unitary explanatory perspectives and emphasize the plurality of 
explanatory styles that can emerge from those modeling approaches, considering 
their contents and vehicles. As regards their content, we present two kinds of infor-
mation a model may provide, namely, causal/compositional or noncausal/structural 
information. As regards their vehicles, we examine and illustrate different guiding 
representational ideals (e.g., precision, generality, and simplicity). Third, we turn to 
integrative trends in social neuroscience, assessing the prospects of inter-theoretical 
reduction, mechanistic mosaic unity, and multilevel integrative analysis. We con-
tend that the pluralist framework we develop is an adequate approach to scientific 
modeling, explanation, and integration in social neuroscience. We additionally 
address how this pluralistic perspective may shed light on the intersection between 
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the neural and the social realms, in a context of greater interdisciplinary collabora-
tion between neuroscientists and social scientists.

Keywords  Social neuroscience • Models • Explanation • Pluralism • Integration

1  �Introduction

The development of the philosophy of science from the second half of the twentieth 
century has been primarily characterized by an increasingly thorough focus on par-
ticular disciplinary areas, following the widespread recognition that each scientific 
area presents different philosophically relevant theoretical and methodological 
questions (see Bunge, this volume). To offer a panoramic view of recent philosophi-
cal work in neuroscience, here we address three prominent issues that are highly 
relevant for social neuroscience (SN), namely: modeling approaches, scientific 
explanation, and theoretical integration. Though this selection of topics is admit-
tedly limited, it proves fairly representative of contemporary debates and results.

We will approach the issue of modeling in SN and its relation to the problems of 
scientific explanation and integration in the field, from the perspective of the work-
ing scientist who constructs, revises, and applies models under some specific, con-
crete objective. This aligns with a growing trend in the philosophy of science aiming 
to understand the dynamic aspect of scientific knowledge, including the processes 
underlying the emergence, change, and disappearance of research programs, disci-
plines, and whole fields, as well as the evolution of scientific instruments, experi-
mental paradigms, models, and theories.

SN emerged only recently, around 1990, as a multilevel approach to the study of 
the neural bases of social behavior [1]. This approach intended to reject previous 
cognitive neuroscientific perspectives that primarily focused on the human brain 
considered in isolation; in this way, most research was overly indifferent to the 
inherently social nature of human beings, which in turn became the central subject 
of interest to SN [2, 3]. Since then, SN has experienced significant development, 
including the establishment of two journals in 2006, Social Cognitive and Affective 
Neuroscience (Oxford University Press) and Social Neuroscience (Taylor and 
Francis), and three societies, the Social and Affective Neuroscience Society (SANS), 
established in 2008; the European Society for Cognitive and Affective Neuroscience 
(ESCAN), founded in 2009; and the Society for Social Neuroscience (S4SN), estab-
lished in 2010. Even though the development of the field has certainly accelerated, 
SN is still very much in its infancy, full as it is of programmatic questions to be 
approached and conceptual issues that need to be reviewed.

In what follows, we will focus on a subfield which, though important for SN, is 
not exclusive to this field. Specifically, we will deal with bottom-up approaches, that 
is, approaches which take as a general starting point the description of the structural 
and functional aspects of neuronal mechanisms and neuronal systems, which can in 
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turn be connected with socially relevant psychological phenomena. This is a 
necessary restriction of our focus, given the methodological distance and differ-
ences in scope between SN and other neuroscientific arenas, such as neuroanthro-
pology, neurosociology, or neuroeconomics. Although these share multiple aspects 
with SN and cognitive SN, they approach research in an inverse direction, hinging 
on the economic, political, and cultural influences on brain function and develop-
ment. One common motivation behind the diverse disciplines that adopted a top-
down approach has been a growing dissatisfaction with the traditional, 
non-mentalistic understanding of social phenomena (cf. [5], p. 11) and the realiza-
tion that neuroscience could provide social science with a rigorous basis for concep-
tualizing and measuring the mind. Another way of framing this is that while these 
disciplines, despite their individual differences, tackle the neural dimension of clas-
sical social science questions, the subfield of SN we address here applies traditional 
neuroscientific methods to social phenomena—although we acknowledge SN is by 
no means restricted to such bottom-up approaches.

The case of SN, as we restrict it here, is peculiar both on account of its complex-
ity (as a hybrid field approaching social phenomenon through neuroscientific meth-
ods) and its relative youth within neuroscience. This partially explains why the 
philosophical reflection specifically directed to problems arising from SN and social 
cognitive neuroscience is still very incipient. In what follows we thus make an effort 
to extend some of the more developed themes within the philosophy of neurosci-
ence to enlighten relevant aspects of contemporary social neuroscientific research. 
This situation makes the advancement of an established philosophy of SN a promis-
ing and compelling challenge for the years to come.

2  �Models in Social Neuroscience

2.1  �Theories and Models in Philosophy of Science

Mainly stemming from the mid-century historical turn led by Thomas Kuhn, scien-
tific models have come to occupy a fundamental and pervasive role in recent phi-
losophy of science. The variety of modeling strategies across disciplines and the 
varied functions they serve led to the general recognition that models exert major 
influence in the production of scientific knowledge. This realization contrasts 
sharply with the merely psychological, pedagogical, or at most heuristic function 
that logical empiricist philosophers had previously ascribed to models. Relevant as 
they may have been from a psychological, sociological, or historical point of view, 
models were relegated to the periphery of the philosophy of science by influential 
thinkers such as Rudolf Carnap, Carl Hempel, and Karl Popper.

Following Bailer-Jones [4], a scientific model can be seen as an interpretative 
description of an empirical phenomenon whose primary general function is to facil-
itate cognitive access to it. This access can be either perceptual or intellectual. In 
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order to grant this kind of otherwise unavailable access, models tend to focus on 
specific aspects of a phenomenon. This privileged access is achieved, on the one 
hand, by leaving aside a host of other aspects pertaining to the phenomenon and, on 
the other, by simplifying or idealizing those aspects considered to be essential for 
the depiction of the phenomenon or vis-à-vis some specific objective pursued 
through the modeling effort. Sometimes, modeling may also imply appealing to 
some unrealistic or fictional assumptions to meet ongoing requirements (which can 
and cannot be of a representational kind). In this sense, a model is always a partial 
description of its target phenomenon, under some particular problem context.

The distinction between scientific theories and models involves at least three 
points of contrast: generality, structure, and function. Although the nature, composi-
tion, and rate of change of scientific theories remain a hotly debated topic, here we 
will conceive them as articulate and wide-ranging constructions that represent and 
explain general characteristics of a set of phenomena (cf., [5]). A construction of 
this kind can take on different formats, such as linguistic or mathematical, but, in 
most cases, it would allow its expression in symbolic notation. From a comparative 
perspective, a scientific theory is taken to be the most exhaustive and far-reaching 
presentation of the particular way things are thought to be and function within a 
certain state of affairs and for a particular scientific community. In this sense, 
although models can help unleash their representational potential, theories occupy a 
somewhat distant position with regard to phenomena.

Now, from the point of view of the model’s user, a scientific model may also be 
thought of as a complex tool for thought [6, 7]. As such, it can be directed toward a 
wide spectrum of related endeavors, such as representing data sets, exploring novel 
phenomena, orienting or directing experimental design, driving computational sim-
ulation efforts, theory application, construction, revision, and so forth. The often-
highlighted central position of models, as mediators between theory and phenomena, 
is inherent to this multiplicity of roles and uses (a multiplicity that is accordingly 
absent in the case of theory). This also contrasts sharply with the above concept of 
theory, which can be conceived as a sort of end product of modeling and experimen-
tal efforts, though open to revision and adjustment. The model-as-tool notion is thus 
another important point of departure between both concepts.

One particularly notable aspect of this understanding of scientific models, espe-
cially regarding SN as well as other areas of contemporary neuroscience, is the fact 
that models maintain an important kind of autonomy vis-à-vis theory. This con-
cerns how models are elaborated as well as how they are variously deployed. The 
philosophical tradition that we are following here (see, e.g., [8]) has emphasized 
several ways in which this autonomy can be found in the history of science. In 
particular, the cognitive profit brought about through modeling exceeds by far its 
representational capacity as derived by theory, and most importantly, it has to be 
acknowledged even in absence of a firm and fully developed theory within a par-
ticular discipline or area of research. This is a situation that fits perfectly with SN 
as practiced today. In the next subsection, we will consider modeling in neurosci-
ence and particularly in SN, so as to then assess the particular kinds of models that 
are found in the field.
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2.2  �Theoretical Principles and Models in Social Neuroscience

As already anticipated, models in neuroscience have a preeminent role as well as a 
specific kind of autonomy regarding theory. The primacy of models in the field 
partly reflects the fact that theories of brain function are not dominant, as growingly 
acknowledged within the philosophy of neuroscience. For our purposes here, the 
main point is not that theories are nowhere to be found in SN (as we will shortly 
see); rather, we maintain that they do not define a high degree of agreement within 
relevant communities. In the recent literature, a certain widespread consensus can 
be found around this idea [9]. In a very early statement, Churchland and Sejnowski 
[10] defined neuroscience as a data-intensive field while remaining poor with regard 
to theory. While this premature recognition may not have been cautionary, the years 
to come have rapidly intensified this particular situation (as we will shortly see, to a 
degree recently deemed problematic by notable neuroscientists). The growth and 
sophistication of experimental approaches, greatly fueled by the resonant expansion 
of different kinds of structural and functional neuroimaging studies, certainly stands 
as a crucial factor contributing to this trend.

Although a systematic philosophical treatment of the theoretical status in neuro-
science is still due, several philosophers have advanced considerations along these 
lines. The position defended by Valerie Hardcastle is worth considering in some 
detail. In a series of papers [11, 12], she portrays the theoretical dimension of neu-
roscience as a collection of loosely related and to some extent autonomous theoreti-
cal principles. The main point is that these principles are not (or so far have not 
been) articulated into a cohesive theory addressing some specific set of phenomena. 
On the other side, these general principles are used in order to guide experimental 
research and interpret experimental results. They can be thought of as contributing 
an interpretative framework that, in a moderate sense, drives research. Inasmuch as 
this is an accurate picture, theoretical frameworks of this kind may be in part respon-
sible for the fragmentation inherent to almost all fields in cognitive and social neu-
roscience—and as already pinpointed in the very early moments of SN (e.g., [1]). 
Some principles that may be mentioned are, for example, the role of functional 
segregation as an organizing element in the cerebral cortex (e.g., [13]), the assump-
tion that two or more sensory systems are anatomically overlapping (e.g., [14], one 
case considered by Hardcastle and Stewart), or the increasingly explored idea that 
neural networks learn statistical regularities from the natural world following 
Bayesian principles (e.g., [15]).

There have been some attempts to develop general theories in scientific fields 
that can be considered as part of the constellation of SN.  Twenty years before 
Cacioppo and Berntson’s contribution [1], Joseph Bogen and Warren TenHouten 
coined the term “neurosociology” to refer to “a confluence of neurologic and 
sociologic observations” and, in particular, to describe a series of studies of socio-
cultural variations in performance of lateralized cognitive tests ([16], p. 49). From 
the perspective of neurosociological analysis, the emphasis is on “the social pro-
duction of thought and the social determination of brain organization and brain 
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function” ([17], p. 10). Crucially, in several works [18, 19], TenHouten has explored 
a general affect-spectrum theory of emotions. In what follows, we will briefly pres-
ent it here for illustrative purposes.

The affect-spectrum theory is rooted in Plutchik’s [20] psychoevolutionary the-
ory of basic emotions (see TenHouten, this volume). According to Plutchik, there 
are four fundamental problems of life facing a wide range of species. For each 
existential problem, there is a negative aspect, or danger, and a positive aspect, or 
opportunity. The first problem is temporality, which refers to the finite life span of 
creatures and to the cycle of life, reproduction, and death [19]. The inevitability of 
separation and loss is definitive of sadness, while the possibility of social integration 
and support is definitive of joy. The second basic life problem is identity, which 
concerns membership in social groups. The opposed primary emotions surrounding 
the notion of identity are acceptance (incorporating) and rejection or disgust (expel-
ling). The third problem is hierarchy, which involves power, authority, status, and 
prestige. The struggle for dominance defines anger, while the acceptance of lower 
status defines fear. The fourth problem is territoriality, which includes not only geo-
graphical space but commodities and all kinds of symbolic capital [19]. The control 
of territory defines exploration, while the violation of one’s boundaries implies 
surprise.

TenHouten ([18], p. 55) proposes that each of these four existential problems has 
evolved into Fiske’s [21] four elementary forms of sociality. In this way, the positive 
pole of Plutchik’s temporality can be generalized into what Fiske [21] calls com-
munal sharing, a social relationship of equivalence based on solidarity, unity, and 
identification with the collectivity, especially with the kinship system. Secondly, 
Plutchik’s identity can be generalized into what Fiske calls equality matching, an 
egalitarian social relationship between distinct and coequal people in which each 
person receives roughly an equal share, regardless of the community’s needs. 
Thirdly, hierarchy can be linked to authority ranking, a social relationship in which, 
according to Fiske, the superiors command and control the production and distribu-
tion of goods. Fourthly, since territoriality has been broadened to include all form of 
possessions, it can be assimilated to Fiske’s notion of market pricing, a social rela-
tionship based on reciprocal exchanges mediated by values and determined by a 
market system.

Given these generalizations, Tenhouten [18, 19] defines a quaternio, a dynami-
cally related double polarity in which there is an affinity between communal sharing 
and equality matching, on the one side, and authority ranking and market pricing, 
on the other. TenHouten’s affect-spectrum theory predicts the spectrum of the 36 
primary and secondary emotions using a generalization of Plateau’s law, to wit: 
Ψ ij j

m
j
m

ijkR iR j f d= ( )/ , in which Ψ is the predicted level of the emotion, the Rs are 
two of the valenced Fiskeian social relations, and f is a function of the distance 
between the social relations on the quaternion [18]. In this way, the emotional expe-
rience is viewed as the product of social relationships: for example, love, which 
Plutchik defines as joy plus acceptance, is predicted as a product of communal shar-
ing and equality matching. The theory has had certain impact on the sociology of 
emotions [22]. However, bearing in mind that many other influential theories have 
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been advanced and developed in the field, the mainstream in SN has tended to adopt 
a bottom-up approach that emphasizes the search for the neural and molecular cor-
relates of emotional states and social relationships (compare, e.g., the bottom-up 
treatment of love and bondedness reviewed in Sects. 2.3, 3.1, and 4).

Additional examples of general conceptual principles guiding experimental 
research within the bottom-up approach to SN include views on whether human 
empathy is to be understood as a cognitive or an emotional process [23] or the extent 
to which one can define a functionally segregated neural system dedicated to a given 
social phenomenon as a guide for human brain mapping strategies (see, e.g., [24]). 
The generality, relevance, and testability of such principles vary greatly, also 
depending on the line of research and their specific role within it. They nevertheless 
define the theoretical profile of the field, opening up a sort of theoretical vacuum 
where models must operate: a mediating role for models which can, on the one 
hand, help clearly present and interpret experimental data in the light of a given 
principle or theoretical framework and, on the other hand, help specify the empirical 
relevance of a given principle or theoretical framework in order to guide or define 
experimental designs and protocols. As we will shortly appreciate, this middle 
ground where most modeling work is to be found offers a wide range of modeling 
strategies to connect theoretical and experimental research as well as a broad reper-
toire of types of models, which philosophers of neuroscience have identified and 
characterized.

Some neuroscientific positions must be highlighted which reinforce the picture 
presented. The contention that the field of neuroscience lacks strong, widely held 
theoretical constructions has been voiced by several influential neuroscientists. 
Marder et al. [25] underscore the idiosyncratic role of theoretical models, consider-
ing this lack of solid, structuring theories. Stevens (cf. [26], p. 177), in a brief review, 
goes so far as denying that any theory up to this moment can be considered to have 
made any fundamental contribution to neurobiology. We have then further reasons 
to reaffirm the idea that, more than properly neuroscientific theories, theoretical 
principles are variously deployed to guide the construction of different kinds of 
models and the development of experiments.

A concomitant fact to be mentioned is the growing trend of model-based cogni-
tive neuroscience [27, 28]. The concurrent use of cognitive modeling to guide and 
complement different experimental strategies to explore brain functioning (such as 
electrophysiological and neuroimaging techniques) is a recent attempt to find unify-
ing approaches and to face the dispersion of existing models and the diverse and 
data-intensive experimental results typical of the field. Although the complementary 
use of cognitive models and typical neuroscience techniques is not necessarily new, 
there is a marked and explicit recognition of the need for integrative efforts of this 
kind (see Sect. 4).

While the first advances toward establishing a bottom-up neuroscientific 
approach to social phenomena can be traced already to the first half of the 1990s 
(e.g., [1]), the methodological difficulties in the case of SN were even more compre-
hensive and more pressing than the ones faced by contemporary cognitive neurosci-
entists. On the one hand, there were the expectable hurdles accompanying the 
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application of complex areas of research (such as social psychology and social 
theory) to an already novel group of disciplines. On the other hand, the precise 
delimitation of target psychological phenomena together with the early realization 
that the neural systems implied are generally largely distributed entailed additional 
difficulties for both experimental and theoretical researchers alike.

Now, very specific descriptions are thus applied to the above theoretical anchors, 
stemming from the different kinds of experimental results obtained. It could be 
argued that, especially in the case of social cognitive neuroscience, this diversity is 
somewhat limited by the extended inclination to work with human experimental 
subjects, in part for obvious reasons concerning the kinds of phenomena under 
study and in part due to the rapid transformation and increasing availability of neu-
roimaging technology (and very specially, fMRI). Nevertheless, the distance 
between theoretical prescriptions and experimental descriptions is still very large, 
and, as already mentioned, it is within this gap where models come in and are most 
useful.

In what follows, we will present and analyze the different kinds of models and 
the associated modeling strategies that have been identified in the philosophical 
literature. The main aim is to offer a comprehensive picture of the theoretical mosaic 
which comprises contemporary SN, within the restricted group of bottom-up 
approaches we are considering. This will offer an outlook of this model-intensive 
field, inasmuch as it can then be tied to relevant explanatory and integrative efforts. 
Both of these endeavors will in turn be examined in the two following sections.

2.3  �Kinds of Neuroscientific Models

Before presenting the main types of models that philosophers of neuroscience have 
discussed, it can be useful to introduce some standard distinctions commonly used 
in the neuroscientific literature. Some of the concepts below may overlap with some 
of the more philosophically oriented categories we will consider, that is, cognitive 
models, computational models, mechanistic models, and dynamical models. These 
categories are thoroughly debated in terms of the explanatory and integrative dimen-
sions of neuroscience, in general, and its subfields, in particular. Their neuroscien-
tific counterpart, on the other hand, will provide us with a platform to draw 
comparisons from and with a more comprehensive picture of modeling in SN.

In the preface of their remarkable 2001 book, Dayan and Abbott present a seem-
ingly exhaustive distinction between descriptive, mechanistic, and interpretative 
models. While this categorization was proposed in reference to theoretical neurosci-
ence, it can be easily extended to other areas of neuroscience, including SN. Such 
types of models are presented in terms of the differential questions that drive their 
construction: what it is that a particular neural system does (descriptive models), 
how it is that it does it (mechanistic models), and why (interpretative models). This 
is a very useful and at the same time very broad tripartite distinction that is silent on 
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issues such as the level of description, complexity, theoretical commitment, or 
explanatory scope of the models.

As Dayan and Abbott (cf., [29], p. 1) state, descriptive models summarize large 
amounts of experimental data under descriptive purposes. Mechanistic models 
describe how neural systems operate on the basis of known anatomical and physi-
ological features. Finally, interpretative models focus on the behavioral and cogni-
tive relevance of different aspects of brain function to define the computational 
principles behind it: the already mentioned efficient coding principle, according to 
which neural activity is minimized in order to transmit information along a process-
ing stream, is a very general principle that can be used to elaborate specific compu-
tational models of brain function.

A related distinction, which goes well beyond the field of neuroscience and has 
also been thoroughly discussed by general philosophers of science, is the distinction 
between phenomenological and theoretical models (see, e.g., [30]). First, descrip-
tive models are inherently phenomenological, inasmuch as they aim at representing 
phenomena—where a phenomenon is a scientifically relevant set of general and 
relatively stable features of the world. Second, interpretative models are inherently 
theoretical, positing as they do functional and operational principles that neural 
systems allegedly embody. Third, mechanistic models are more complex in the 
sense that they can be partially phenomenological and partially theoretical: to the 
extent that a model purporting to describe a system’s mode of operation incorpo-
rates some kind of theoretical entity or hidden mechanism (not an uncommon situ-
ation in SN, as well as in other areas of neuroscience), then it exceeds this classical 
distinction (see Northoff, as well as Aristegui, this volume).1

A final related distinction is the one between quantitative and qualitative models. 
While most properly neuroscientific models are quantitative, or can be precisely 
expressed through mathematical or computational means, SN has benefited from 
qualitative models deriving from social psychology and cognitive science. Generally, 
when a set of phenomena is poorly understood or when its research is still in its 
infancy, qualitative modeling can be a possible, fruitful starting place. On a similar 
note, a model’s complexity or its level of built-in biological detail can vary widely, 
according to the level of knowledge achieved on a particular neurobiological struc-
ture or neural system and, importantly, on the modeling purposes at hand. As we 
have already alluded, simplifying assumptions do not always depend on mere lack 
of knowledge and can instead be deliberately implemented (see, e.g., [32]).

SN, as most other areas of neuroscience, presents a vast range of models, stem-
ming from ideal models designed to contrast intuitions on a conceptual matter (e.g., 
is empathy a genuine neuroscientific phenomenon, whose neural bases can be iden-
tified and described?) to very detailed models of oxytocin’s neural pathways implied 

1 It can be pointed out that Craver [31] draws a distinction, not between phenomenological and 
theoretical models but between phenomenological and explanatory models. Theoretical enrich-
ment, Craver would suggest, isn’t necessary nor sufficient for a model to be explanatory. Similarly, 
a phenomenological model may theoretically enrich the description of the explanandum, as can be 
the case of LISP-based computational models.
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in regulatory behavior related to stress outbursts. What can be called the level of 
granularity of a given model is certainly a very relevant feature to its assessment and 
has strong connections to a model’s explanatory and integrative power. Below, we 
consider the different kinds of neuroscientific models that populate the philosophi-
cal literature and illustrate them with examples from SN.

At least four general kinds of models have been recently discussed in the phi-
losophy of neuroscience. Although SN models do not figure prominently, the rapid 
growth of the field during the last decade will most probably be accompanied by an 
increase in the associated philosophical interest. It is also important to mention that 
the peculiarity of SN mainly comes from its problem domain, that is, the universe 
of neural and behavioral phenomena of an inherently social nature, and in this sense 
the kinds of models generally sought for and developed are on a continuum with 
other areas of neuroscience directed to cognitive phenomena (with some caveats 
that we will consider). These are cognitive models, computational models, mecha-
nistic models, and dynamical models. Let us consider them in turn.

Cognitive models, sometimes also called functional models,2 aim fundamentally 
at the specification of the operational stages necessary for a given psychological 
capacity to be carried out. Weiskopf [33] has described these kinds of models in 
terms of their epistemic aims and the array of techniques adopted to elaborate them. 
The purpose of cognitive models is to single out the functional properties of the 
neural system responsible for the psychological capacity under study. In terms of 
the well-known tripartite distinction between levels of analysis of an information 
processing system [34], cognitive models work at what Marr called the theory of 
calculus or computational level: they portray the activity of the system as a projec-
tion from one kind of information into another kind, within a series of necessary 
steps. Models of this kind posit a sequence of representational states and processes, 
needed for the performance of that particular capacity:

Specifying such a model involves specifying the set of representations (primitive and com-
plex) that the system can employ, the relevant stock of operations, and the relevant resources 
available and how they interact with the operations. It also requires showing how they are 
organized to take the system from its inputs to its outputs in a way that implements the 
appropriate capacity ([33], p. 323).

Although at first sight one may think these are not properly neuroscientific models, 
this would be an understatement: within a top-down approach, they can be very 
important to dismiss idle theoretical avenues and to direct further experimental 
efforts.

To illustrate this first kind of neuroscientific model, consider an early model of 
face recognition proposed by Bruce and Young [35]. This, explicitly presented as a 
functional model, centers on the sort of information (what the authors call “informa-
tion codes”) that has to be generated and accessed in order to recognize a familiar 
face, on the different stages involved in this process, and their organization. Hinging 

2 It should be noted that Weiskopf [33] understands cognitive models as a subtype of functional 
models. For reasons of clarity and considering the present context, we preferred to conflate both 
concepts.
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on a host of reaction-time experimental results, data on typical patterns of error, and 
neuropsychological studies, Bruce and Young’s model make clear-cut distinction 
between information processing operations, such as facial speech analysis and 
directed visual processing, and functional components of a face recognition system, 
such as face recognition units and person identity nodes. As is typical in this sort of 
modeling efforts, they stress the sequential order of relevant operations, claiming, 
for instance, that visual recognition necessarily precedes access to person knowl-
edge. As we already stated, this kind of modeling work is not at all trivial and, 
although it may dominate the earliest stages in the study of a given phenomenon or 
neural system, this need not always be the case, as can be seen in Decety’s [36] 
model of empathy.

Computational models can be likened to Dayan and Abbott’s interpretative mod-
els as well as understood in terms of Marr’s second, algorithmic, level of analysis. 
Predictably, models of this kind are generally computationally implemented, as this 
allows for their precise description and their valuable involvement in simulation 
studies. The growth of computational neuroscience, also due to the increasing level 
of neurobiological detail built into the models, has led to a proliferation of compu-
tational models, also in the field of SN. These models aim at uncovering the compu-
tational principles that guide the operation of neural systems, understood as 
information processing devices. Under this assumption, it is believed that manipu-
lating models implemented in a computer can shed light on neural function, on a 
theoretical but also on an experimental basis.

In general, what computational models try to specify are the rules that need to be 
followed in order to produce the specific input-output transformations thought to be 
necessary for the execution of a given psychological capacity. Part of this endeavor 
is concerned with defining the computational constraints that govern neural sys-
tems, such as defining the computational tractability of an information processing 
problem or establishing time-related limits to the processing capacity of a given 
system. Part of the appeal and rationale behind the booming efficient coding 
research program is precisely a specification of the minimal resources to be 
employed on different computational operations (see [37] for a careful assessment 
of the explanatory profile of this sort of minimal models). Clearly, this is partly 
theoretical work but also a much-needed effort to channel laboratory research by 
making testable predictions and refining experimental questions.

A case of direct computational interpretation of neural activity can be seen in 
Behrens et al. [38], a rich review of computational roles attributed to different brain 
areas thought to be responsible for reward-guided behavior. An interesting example 
is the case of reinforcement learning algorithms, which state that “future expecta-
tions should be updated by the product of the prediction error and the learning rate” 
([38], p. 1160). Midbrain dopamine neurons, projecting to the ventral striatum, have 
been attributed not only the role of predicting expected reward but also that of quan-
tifying the associated deviation in observed reward. Specific model parameters and 
relative deviations have then been experimentally tested by recording neuronal 
activity via electrophysiological and neuroimaging methods.
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Mechanistic models are the most common in neuroscience, and SN is no exception 
in this regard. They have recently received an unprecedented degree of attention by 
philosophers of neuroscience, especially concerning the problem of scientific expla-
nation (see Sect. 3). While they can be understood in terms of Marr’s level of imple-
mentation, “mechanistic” philosophers have construed this kind of models as part of 
a whole program of research in the field. For our present purposes, it suffices to say 
that mechanistic models ideally aim at specifying the set of relevant component parts, 
features, activities, and organization of the system causally responsible for a given 
neural or behavioral phenomenon. The identification and specification of a mecha-
nism’s structure can be realized on different spatiotemporal levels of the brain’s struc-
ture, as mechanisms are thought to be hierarchically organized (at least according to 
the most popular versions such as Carl Craver’s or William Bechtel’s).

To exemplify, consider available research on oxytocin’s role in social phenom-
ena. Oxytocin has been strongly linked to attachment and maternal behavior. Insel 
and Young [39] review a number of mainly animal studies from molecular, cellular, 
and systems approaches, which jointly specify oxytocin’s contribution to this spe-
cial kind of selective behavior between a mother and her offspring. The model the 
authors present follows oxytocin receptors’ activity along different pathways and in 
different cortical and non-cortical brain areas, while also assigning specific func-
tional roles to this activity, both neutrally (such as increasing the activity of nor-
adrenaline cells in the brainstem) and behaviorally (such as decreasing aggressive 
behavior toward the offspring).

Finally, dynamical models have also been discussed in the philosophical litera-
ture. These models focus on the temporal properties of a previously defined sys-
tem—usually through systems of differential equations—analyzed through 
mathematical tools derived from general frameworks such as dynamical systems 
theory and graph theory. Typically, the modeled systems’ parameters span the 
agent’s brain and body, as well as relevant features of the environment, meeting a 
general rejection of the common strategy of partitioning cognitive systems into 
dedicated components. The research led by Ezequiel Di Paolo on different facets of 
social behavior is an example of this kind of highly interactive modeling (see, e.g., 
[40]). In the case of SN, this sort of models is at the moment still in its infancy, of a 
mostly qualitative nature, and hinging almost exclusively on behavioral parameters. 
Still, there is a tendency, specially stemming from systems neuroscience to model 
high-order parameters for large-scale neural systems. How this will unfold for spe-
cifically social phenomena will probably be seen in the short term.

3  �Explanation in Social Neuroscience

Having reviewed the heterogeneity of modeling practices in SN, we can turn now to 
the issue of when these models explain. Scientific explanation has been a widely 
debated subject in the philosophy of neuroscience [33, 37, 41, 42]. In this section, 
we first introduce some “unitary” perspectives about explanation in neuroscience. 
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Scientific models can be analyzed considering two main features: (a) their contents 
or truth-conditions and (b) their vehicles, formats, or representational bearers. 
Unitary approaches to explanation may hold that explanatory models in neurosci-
ence share the same kind of vehicle, the same kind of content, or both. Examples of 
unitary approaches are the deductive-nomological model [43] and mechanistic 
explanation [41, 44, 45]. We argue that these approaches seem to be inappropriate 
considering the diversity of explanatory practices in SN. Thus, we advance a plural-
istic account for model-based explanation in SN. According to explanatory plural-
ism (EP), models in SN may be explanatory even when they do not exhibit the same 
kind of representational format nor the same kind of truth-conditions. Explanation 
in neuroscience, and particularly in SN, requires that modelers evaluate and selec-
tively emphasize different representational ideals to represent different kinds of 
(causal and/or noncausal) structures in the brain. We think that SN provides an 
excellent case study for the development of a pluralistic perspective on the explana-
tory strategies and ideals that partially shape neuroscientific practice.

Concerns about the nature of explanation have a long history in philosophy of 
science. The first systematic treatment of this subject is Hempel and Oppenheim’s 
classic “Studies in the logic of explanation” [46]. In that paper, they introduce the 
“deductive-nomological” (DN) model of explanation. The DN model conceives sci-
entific explanation as an inference in which a sentence describing some aspect of an 
explanandum phenomenon is inferred as a logical consequence from premises 
describing true laws of nature and information about the antecedent conditions. The 
key feature of DN explanations is the nomic expectability of the explanandum phe-
nomenon in light of the laws of nature (and the antecedent conditions) described in 
the explanans.

Several authors have raised serious conceptual concerns about the DN model of 
explanation. Just to mention some of the main problems, the account does not pro-
vide clear criteria to distinguish between true laws and accidental generalizations; it 
cannot account for the characteristic asymmetry of explanations, and it cannot 
exclude as non-explanatory inferences based on mere nomic covariations see, [41, 
47]. In conjunction with these problems, the DN account does not seem to be repre-
sentative of the kind of explanations employed in some special, “fragile” sciences, 
such as biology, neuroscience, or psychology, in which the search for universal laws 
of nature is at least peripheral. Attending to this feature of special sciences, some 
authors have claimed that in these disciplines where general laws are scarce and 
theoretical approaches are not as consolidated as in physics, explanations may adopt 
a different style.

It has been claimed that explanations in neuroscience and other biological sci-
ences frequently do not address why questions (inquiring on the general conditions 
that determine the production of the explanandum phenomenon), but rather how 
questions (concerning the particular way in which the target system, be it cognitive 
or neuronal, subserves a given higher-level capacity) [41, 42, 48]. In these cases, 
explanations do not need to exhibit a clear propositional format and may instead 
involve presenting a scientific model of the underlying local “mechanism” that pro-
duces the phenomenon [49].
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A scientific model provides a mechanistic explanation of an explanandum 
phenomenon to the extent that it identifies some aspects of the mechanism respon-
sible for the phenomenon. In particular, a mechanistic model explanation usually 
involves decomposing the target mechanism into its parts or constituent entities, the 
activities of those entities, and their organization. This process of decomposition is 
iterative; thus, the parts identified in a first stage can be further decomposed into 
subparts. As a result, mechanistic explanations span multiple levels of a mechanism 
[41, 50]. Finally, this kind of explanation has a local scope, that is to say, mechanis-
tic models are developed for explaining a particular phenomenon and do not extend 
beyond it. Therefore, the generalizations obtained by this type of explanation are 
often characterized as limited in scope, mechanistically fragile, and historically 
contingent ([41], pp. 66–70; [51]).

3.1  �The Plurality of Model-Based Explanation in Social 
Neuroscience

The EP approach we will develop here recognizes both a plurality of representa-
tional ideals that may shape explanatory models in neuroscience and a plurality of 
different kinds of structures (i.e., causal and noncausal) that may be represented by 
those models. Specifically, we propose that the explanatory heterogeneity of SN can 
be fruitfully approached by differentiating two main aspects of scientific model 
explanations: (a) their content or truth-conditions, i.e., the kind of structures in the 
world a model must effectively represent in order to be explanatory, and (b) their 
vehicle or representational format, which may be embodying different representa-
tional ideals, like precision or accuracy. Evidently, these two aspects are intimately 
related in scientific practice. Nevertheless, the claim we want to advance here is that 
the distinction between them can provide a good framework for analyzing and 
assessing the explanatory credentials of scientific models in neuroscience.

The content of a model explanation is the information it provides about the phe-
nomenon. Depending on the kind and the extent of information it provides, a model 
may be considered an acceptable explanation. We identify two kinds of content that 
an explanation may provide about its target system, namely, causal/compositional 
or noncausal/structural information. On the one hand, scientific models may pro-
vide causal explanations by identifying relations of causal dependence, either etio-
logical or constitutive, among the explanandum phenomenon, antecedent conditions, 
and/or features of the mechanism underlying the phenomenon. This kind of content 
allows scientists to manipulate and control both the phenomenon and its mechanism 
in quite precise ways [41, 52]. On the other hand, scientific models may provide 
noncausal information about the target system. This kind of information includes, 
for example, the exhibition of counterfactual dependence relations between the 
design features of the target system and abstract environmental constraints [53]. It 
could also include purely mathematical relations between empirical phenomena or 
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information about the topological structure of the system. These dependence 
relations cannot be considered causal, since they are not diachronic nor do they 
necessarily ground experimental interventions. Furthermore, these relations may 
not be altered by changing the mechanistic realization of the target system in sub-
stantive ways: they are robust [54, 55]. Note that the two kinds of explanatory infor-
mation a model may provide are perfectly compatible, and both make an important 
contribution to a thorough understanding of the phenomenon of interest.

Turning now to the vehicle of explanation, it may be characterized as the repre-
sentational bearer of the explanation, that is, the kind of representational structure 
by which the explanatory information is conveyed, for example, linguistic state-
ments, schematic diagrams, computational simulations, and mathematical equa-
tions. These vehicles allow scientists to represent different aspects of the phenomenon 
of interest and its underlying “mechanism,” that is, to represent the intended content 
of the model. The choice of one representational vehicle over another is guided by 
several different representational ideals [56], and often modelers are forced to 
choose a particular vehicle considering the trade-off between different ideals. This 
is not a novel notion: Levins [57] had already pointed out that modelers often con-
sider the trade-off among at least three representational ideals that cannot be maxi-
mized simultaneously: precision, generality, and realism. This trade-off may force 
some modelers to prioritize the precision and realism of a particular model, for 
example, in detriment of its generality. Taking into account the differences among 
the above representational ideals, one of us [58] has advanced a distinction between 
a mechanistic style, in which modelers tend to privilege structural details and real-
ism, and a functionalist style, in which the ideal of generality is emphasized. The 
moral is that modelers have to find a preferred balance between the different repre-
sentational ideals, selecting the most appropriate vehicle for representing the con-
tent they are interested in.

Some representational ideals in neuroscience and elsewhere in science are preci-
sion, simplicity, and generality. The ideal of precision involves the maximization of 
the representation’s level of detail, either of structural features, component entities 
and activities, or temporal and spatial features of the system. The ideal of simplicity 
refers to the search of a model that maximizes the intelligibility of the phenomenon 
under study and its underpinnings. In many cases, meeting the ideal of simplicity 
may require scientists to abstract the model from irrelevant details and introduce 
idealizations. Finally, the ideal of generality refers to the model’s ability to be 
applied across several domains and extrapolated to different target systems. Again, 
these representational ideals are intimately related to the kind of explanatory infor-
mation that is conveyed. The analysis we propose might just provide a more com-
plete toolbox for disentangling the varieties of explanation in neuroscience and SN.

With this framework for the analysis of a model’s explanatory virtues in place, 
we now examine some representative cases in SN to exemplify usefulness of this 
approach. In this direction, we get back to two of the cases presented in the previous 
section exemplifying different kinds of models: the role of oxytocin in attachment 
[39] and the mathematical model of reinforcement learning of different patterns of 
activity related to decision-making processes [38].
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Different mechanistic models have addressed the role of oxytocin in attachment 
[39]. These models have a causal content that pinpoints to a neurobiological mecha-
nism including oxytocin as a major component: the models additionally attempt to 
determine its activities. The representational structure in these cases often involves 
diagrams and is guided by the representational ideals of precision and simplicity. 
The main objective consists in detailing the neural circuits, the different molecular 
components involved, and their organization related to behavioral expressions of 
attachment. Here lies the precision ideal displayed by these models. At the same 
time, the causal structure related to attachment is abstracted from other causal pro-
cesses and different changes that may be induced in front of different contextual 
situations. Here we can appreciate the ideal of simplicity followed.

Consider one of the models presented in Insel and Young’s review: oxytocin and 
the bonding behavior that sheep show toward their lambs. The selective and perma-
nent bond appreciated within the 2 h of parturition has been explained by a neuro-
biological model that posits that:

Afferent stimulation through the spinal cord from vaginocervical dilation during parturition 
increases the activity of noradrenaline-containing cells in the brainstem which project to the 
paraventricular nucleus (PVN) in the hypothalamus as well as to the olfactory bulb. 
Stimulation of oxytocin cells in the PVN facilitates maternal behaviour through coordi-
nated effects on several regions in which oxytocin increases GABA (γ-aminobutyric acid) 
and noradrenaline release. Oxytocin in the olfactory bulb and medial preoptic area reduces 
aggressive or aversive responses to newborn lambs. Oxytocin in the mediobasal hypothala-
mus inhibits post-partum estrus ([39], p. 2).

This brief extract illustrates how maternal attachment in sheep is explained by a 
model that identifies different components involved (e.g., oxytocin, noradrenaline), 
their activities (oxytocin increases GABA release), and their organization.

In another direction, a structural content may be identified in the reinforcement 
learning model proposed for explaining different social phenomena [38]. In this 
case, an abstract mathematical structure is employed for expressing the main nuclear 
organization responsible for different patterns of activity. This model has a mathe-
matical representational bearer (even though it could be represented in computa-
tional structures as well), to which two representational ideals may be related: 
generality and simplicity. Specifically, Behrens et  al. [38] show how the simple 
structure “Vt  +  1  =  Vt  +  atdt”, which includes expectations of future reward 
(Vt + 1), current expectations (Vt), and their discrepancy from the actual outcome 
that is experienced—the prediction error (dt)—could be related to different patterns 
of activity observed in decision-making processes. In this case, social phenomena 
and the activity identified in different brain areas related to them are not explained 
in terms of precise component activity of neurotransmitters but instead in a more 
abstract equation that may relate expectancies, previous experience, and reward 
independently of the specific neurobiological structures that are involved in these 
functions in different cases. The authors have emphasized that the characteristic 
abstractness of these formal models makes them suitable for relating information 
about different neural activities involved in complex social phenomena from differ-
ent species. In their own terms: “Such a mathematical formalism defines explicit 
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mechanistic hypotheses about internal computations underlying regional brain 
activity, provides a framework in which to relate different types of activity and 
understand their contributions to behavior” ([38], p. 1160).

3.2  �An Evaluation of the Mechanistic Unitary Approach 
and Explanatory Pluralism in Social Neuroscience

For some mechanist philosophers, the ideal of mechanistic precision is a universal 
constraint on the vehicles of explanation (e.g., [45]). In this sense, more detail is 
always better. This kind of mechanistic approach does not recognize the diversity of 
ideals that may guide different models nor the trade-off among different representa-
tional ideals that is present in many modeling scenarios [33, 58, 59]. Other mecha-
nists endorse [45] the idea that the same target system in neuroscience may be 
represented by a multiplicity of scientific models, each of them emphasizing a dif-
ferent aspect of the mechanism by selectively emphasizing some representational 
ideals more than others [60, 61]. However, virtually all mechanist philosophers 
endorse some kind of unitary approach concerning the content of model-based 
explanation. According to content unitary perspective, a scientific model provides 
explanatory information only to the extent that it identifies causal dependence rela-
tions underlying the phenomenon of interest [45, 60]. This unitary stance about 
content implies that cognitive or computational models in cognitive neuroscience, 
as well as in SN, are just incomplete sketches of mechanisms and that purely 
dynamical models are mere phenomenal, not explanatory models. We reject content 
unitary perspectives about explanation in neuroscience and SN.

What is explanatory pluralism? A first claim that should be made is that admit-
ting a plurality of vehicles and contents for model-based explanation in SN should 
not be equated to the assumption that “anything goes” in explanation or to “the 
advocacy of retaining all, possibly inconsistent, theories that emerge from a com-
munity of investigators” ([62], p. 85). On the contrary, we think that the representa-
tional virtues proposed to contribute to a model’s explanatory power should be 
clearly stated. In this sense, a fine balance must be achieved between admitting a 
plurality of explanatory vehicles and contents and the indistinctive inclusion of any 
proposed model in the set of explanatory models.

A second issue that we should take into consideration is that the notion of EP has 
been defined in multiple ways by different authors [33, 37, 62, 63]. To clarify the 
particular approach we propose here, it is useful to differentiate among three ways 
in which EP has been defined, to wit: (1) EP about explanatory levels, (2) EP about 
representational structures, and (3) EP about explanatory styles.

EP about explanatory levels emphasizes the existence of explanations at different 
levels of entities or size scales, a claim that contrasts with ruthless reductionist per-
spectives about explanation in neuroscience, like the stance advocated by Bickle 
[64–68]. The main thesis of EP concerning levels is that in order to explain some 
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phenomenon, entities at different compositional levels or size scales must be 
relevant. These entities usually are studied from different disciplines or fields, and 
all these perspectives at different levels of organization should be considered. In 
addition, it is usually claimed that all perspectives from different levels are comple-
mentary to each other and must be ideally integrated. The kind of integration that is 
expected ranges from complete autonomy to smooth mechanistic integration (see 
Sect. 4).

EP about representational structures admits the possibility and desirability that 
different scientific representations successfully pick out the same target system, i.e., 
“the same system in neuroscience can be represented and modelled in a variety of 
different ways, depending on the particular purposes of the investigation” ([37], 
p.  148). This conception implies that different representational bearers might be 
used in perfectly solid explanations of a given phenomenon. Nevertheless, EP about 
vehicles remains silent about the kind of informational content the different models 
must convey in order to be explanatory. A philosopher may adopt a unitary stance 
about the content of explanation, for example, endorsing a causal conception about 
the contents of explanation and nevertheless admit a plurality of representational 
structures for representing causes (mathematical equations, computational simula-
tions, visual schemata, etc.).

Finally, EP about explanatory styles embraces the idea that different styles of 
explanation or explanatory virtues should be admitted as providing legitimate expla-
nations [63]. The late Wesley Salmon has suggested this kind of pluralism, when he 
affirmed that:

[I]t might be better to list various explanatory virtues that scientific theories might possess, 
and to evaluate scientific theories in terms of them. Some theories might get high scores on 
some dimensions, but low scores on others (…) I have been discussing two virtues, one in 
terms of unification, the other in terms of exposing underlying mechanisms. Perhaps there 
are others that I have not considered. ([69], p. 20)

Considering that EP about levels or representational structures is not incompati-
ble with unitary accounts about explanatory styles, we consider this third kind of 
pluralism the most accurate for discriminating between unitary and pluralistic 
accounts of explanations.

According to our approach, the three kinds of EP are compatible and, in fact, we 
endorse them all. The idea of a single scientific representation that describes the 
behavior of the entities that are relevant for a phenomenon at the most fundamental 
level, that meets all the representational ideals that are appreciated by modelers, and 
that captures all the causal and noncausal features of the target system is a philoso-
pher’s fiction that covers our eyes to the diversity of explanation in neuroscience 
[70]. Considering model-based explanation in physics, Cartwright [71] has pro-
posed a similar “patchwork” metaphor, according to which different models would 
be needed to account for the phenomenon under study. In the same direction, 
Weisberg [56] has highlighted a kind of “idealization of multiple models” which 
scientists are forced to resort to when dealing with highly complex phenomena. The 
idea is that there is a variety of explanatory styles in neuroscience and SN, each of 
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them emphasizing different explanatory virtues (in Salmon’s sense); as a result, 
different types of vehicles are used by modelers to and explain to convey causal and 
noncausal information about different aspects of the target system, thus making 
very different assumptions about it.

4  �The Unity of Social Neuroscience

SN, in the particular strand we are considering here, is an interdisciplinary research 
program that studies the neurobiological (neuronal, endocrine, and immune) pro-
cesses that enable social cognition and behavior [72, 73]. The advancement of this 
scientific field requires the collaboration of researchers from many distinct disci-
plines, such as cognitive neuroscience, neuropsychology, cognitive science, neuro-
endocrinology, cellular and molecular neuroscience, social psychology, economics, 
and political science (see Salles and Evers, this volume). Many neuroscientists and 
philosophers of neuroscience see theoretical unity as a preeminent goal of neurosci-
ence in general and SN in particular [41, 74–76]. How is the unity of SN achieved? 
In this section, we review three philosophical models of the unity of neuroscience 
and assess their validity vis-à-vis the modeling and experimental practices aimed at 
explanation in SN.

The first philosophical model we consider posits that the process of unification 
proceeds via a kind of reduction in practice [64, 77, 78]. The common experimental 
technique that grounds this reduction in practice is to intervene causally at lower 
levels of biological organization (e.g., cellular and molecular levels) in animal mod-
els and then to track the specific effects of these interventions on behavior in widely 
accepted experimental protocols for the target phenomena ([78], p.  230). The 
empirical success of this reductive experimental technique motivates a “ruthless 
reductionist” stance, i.e., one according to which, if a class of cognitive phenomena 
depends upon some molecular mechanisms that can be tracked experimentally, then 
the research on those molecular mechanisms assumes a kind of methodological 
priority ([78], p. 232).

Bickle’s preferred exemplar of this kind of ruthless reductive unification in social 
neuroscience is the experimental work on the molecular basis of social recognition 
memory consolidation in mice [79]. Social recognition memory consists in the abil-
ity to remember and recall information tied to particular conspecifics after an initial 
episode of interaction with them. A standard behavioral protocol aimed to opera-
tionalize the concept of social recognition memory is based on Thor and Holloway’s 
[80] idea that, “in the laboratory, social memory can be assessed reliably by measur-
ing the reduction in investigation time of a familiar partner relative to a novel con-
specific” ([81], p. 202). Furthermore, social recognition memory is considered to be 
dependent on the hippocampus, and, as many other forms of hippocampal-dependent 
long-term memory consolidation, it may be dependent on the activation of cyclic 
adenosine monophosphate (cAMP) responsive-element binding (CREB) proteins, 
especially two of its isoforms, α and δ (p. 232). To test this possibility, Kogan et al. 

A Pluralist Framework for the Philosophy of Social Neuroscience



520

[79] obtained CREBαδ mutant mice—mice that show no expression of CREB α and 
δ isoforms—and trained a group of these mutants and a group of wild-type mice in 
a modified version of Thor and Holloway’s [80] behavioral protocol for social rec-
ognition. They found that mutant mice CREBαδ engaged in social investigation 
(e.g., sniffing) of a given mouse to the same extent after 24 h as they did upon an 
initial encounter with the same individual. They interpret this finding as implying 
CREBαδ mutant mice are impaired in their social recognition abilities and, therefore, 
that long-term social memory is dependent on CREB function.

The main problem with Bickle’s ruthless reductionism is that he seems to think 
that reduction in practice justifies global reductive claims concerning the molecular 
basis of some general phenomenon exhibited by organisms in the world (e.g., the 
molecular basis of social recognition memory tout court). However, it is not clear 
that the particular intervention undertaken by Kogan, Frankland, and Silva directly 
explains the data observed by another researcher in another laboratory studying the 
same phenomena but through distinct experimental designs and protocols [82]. 
What the “intervene molecularly and track behaviorally” technique brings about are 
“local within-experimental-protocol reductions,” and it is not at all clear how these 
within-lab reductions will converge toward a global reductive claim concerning a 
general cognitive phenomenon ([82], p. 518). Furthermore, there is the problem of 
extrapolation. Bickle [78] emphasizes that the same molecular mechanisms for 
social recognition obtain across a wide variety of different species, from Drosophila 
to Aplysia. However, there are species-specific differences that question the gener-
alizability of results obtained in mice to nonhuman primates and human beings [82]. 
For example, while in most non-primate mammals, social information is encoded 
via olfactory or pheromonal signals, in human and other primates, individual recog-
nition relies on visual or auditory cues ([77], p. 201). Correspondingly, there are 
interspecies differences in the brain areas involved in the formation of social recog-
nition memory. These differences cannot be neglected and prevent the sheer elimi-
nation of higher-level analyses concerning brain mechanisms that may underlie 
social cognition and behavior.

The second philosophical model of the unity of neuroscience (and, arguably, SN) 
incorporates the non-reductive and multilevel character of explanation as a central 
feature of the account. According to Kaplan and Craver ([45], p. 268), neuroscience 
is especially interesting to philosophers of science, among other reasons, because it 
is an interdisciplinary research community that “exemplifies a form of scientific 
progress in the absence of an overarching paradigm” (cf. [83]). How is this integra-
tion possible? Mechanist philosophers claim that the unity of neuroscience is effec-
tive when researchers from different scientific fields collaborate to build multilevel 
mechanistic explanations ([41], p. 18; see also [60, 84]). The product of this col-
laboration is an “explanatory mosaic” in which distinct scientific models “contrib-
ute piecemeal to the construction of a complex and evidentially robust mechanistic 
explanation” ([41], p. 19). Mechanistic explanations, in this sense, are built from the 
accumulation of constraints from different fields on the space of possible mecha-
nisms for a given phenomenon. A constraint is a piece of information that shapes the 
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boundaries of the space of possible mechanisms or changes the probability 
distribution over that space, i.e., the probability that some region of the space 
describes the actual mechanism. The constraints from different scientific fields are 
used, like the tiles of a mosaic, to shape the space of possible mechanisms provided 
by mechanistic research programs.

Embracing mechanistic integration as a working hypothesis, many mechanists 
accept that modeling strategies from different fields are autonomous to the extent 
that each of these fields is free to choose which phenomena to explain, which exper-
imental designs to apply, which conceptual resources to adopt, and the precise way 
in which they are constrained by scientific evidence from adjacent fields [41, 60, 
84]. Against Bickle, they claim there is no methodological preeminence of molecu-
lar approaches to target phenomena in neuroscience. In fact, the capability of scien-
tific fields to contribute novel constraints to a mechanistic research program 
demands their relative autonomy: “Because different fields approach problems from 
different perspectives, using different assumptions and techniques, the evidence 
they provide makes mechanistic explanations robust” ([41], p. 231). The ideal of a 
mosaic unity of neuroscience is congenial with Cacioppo and Decety’s ([75], p. 166) 
emphasis on multilevel analysis in SN, that is, the idea that SN “necessitates the 
integration of multiple levels, and the explication of the mechanisms that link phe-
nomena across these levels.”

An example of mechanistic integration in SN comes from research on oxytocin 
and arginine vasopressin (AVP) as components of the mechanism for pair bonding 
in monogamous rodents [85–88]. The term “monogamy” refers to a social organiza-
tion in which each member of a mating pair displays selective affiliation and copu-
lation, nest sharing, and typically biparental care of offspring [87]. Voles provide 
valuable animal models for comparative studies on the neurobiological mechanisms 
of pair bonding [89]. Prairie voles (Microtus ochrogaster) exhibit a monogamous 
organization, forming enduring pair bonds following mating. Montane (Microtus 
montanus) and meadow (Microtus pennsylvanicus) voles, in contrast, are nonmo-
nogamous species. The experimental protocol that is used in the lab in order to 
operationalize the concept of pair-bond formation is the partner-preference test. The 
experimental design includes an apparatus consisting of three chambers connected 
by tubes. The subject is allowed to move freely throughout the apparatus, while the 
“partner” and a novel “stranger” are confined to their own chambers. Pair bonding 
is considered to be present when the subject spends more time with the partner 
compared to the stranger [87]. The nonapeptides oxytocin and AVP emerged as 
constitutively relevant components of the mechanism for intense social attachment 
in voles. While oxytocin seems to be more important in females, AVP is more 
important in males. Thus, infusion of oxytocin into the cerebral ventricles of female 
prairie voles facilitates pair bonding, while AVP infusion facilitates pair bonding in 
male prairie voles. Furthermore, administration of selective oxytocin receptor and 
AVP receptor 1a (V1aR) antagonists blocks each of these behaviors in females and 
males, respectively. Considerations from systems neuroscience and evidence from 
anatomical and pharmacological studies are also relevant to constrain the space of 
possible pair bonding formation mechanisms. Compared to nonmonogamous 
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species, female prairie voles have higher densities of oxytocin receptors in the 
prefrontal cortex and nucleus accumbens, while male prairie voles have higher den-
sities of AVP receptors in the ventral pallidum, medial amygdala, and mediodorsal 
thalamus [88]. These studies indicate that the prefrontal cortex, nucleus accumbens, 
and ventral pallidum are critical brain regions involved in pair-bond formation. 
Since these areas are also involved in the mesolimbic dopamine reward system, 
some researchers have hypothesized that pair bonding may be the result of condi-
tioned reward learning. In this model, “the reinforcing, hedonic properties of mating 
may become coupled with the olfactory signatures of the mate, resulting in a condi-
tioned partner preference,” much in the way drugs of abuse work ([85], p. 1052).

There are two problems affecting the mechanistic ideal of a mosaic unity of 
(social) neuroscience. According to one criticism, mechanistic integration is too 
demanding. As mentioned when assessing the ruthless reductive account, within any 
field in neuroscience (and social neuroscience is not an exception), there is a multi-
plicity of experimental protocols associated with the “same phenomenon,” so it is not 
at all clear how results obtained from different laboratories, using different experi-
mental protocols, can fit together within a field, before the combined results of that 
field can be said to set constraints on the space of possible mechanisms for a phe-
nomenon ([82], p. 525). Furthermore, even if a researcher identifies a working part 
or activity in the mechanism of pair bonding in rodents, it may not be immediately 
clear that that piece of evidence will constrain the space of possible mechanisms for 
pair bonding in humans [82]. In this sense, Young and Wang ([85], p. 1052) strongly 
emphasize that “there are no hard data demonstrating common physiological mecha-
nisms for pair-bond formation in voles and man” and that “the emergence of the 
neocortex and its ability to modify subcortical function cannot be ignored.” The two 
facts just mentioned are closely related: the multiplicity of experimental protocols 
concerning a target phenomenon arises in part because the phenomenon itself varies 
in different species, involving different mechanisms in different species [82].

Moreover, the philosophical issue concerning the level of discontinuity between 
human and nonhuman minds becomes relevant at this point. Against the dominant 
tendency in comparative cognitive psychology, Penn, Holyoak, and Povinelli [90] 
defend the hypothesis that there is a significant functional discontinuity in the 
degree to which human and nonhuman animals are able to approximate higher-
order, abstract, relational capabilities of a physical symbol system. According to 
their relational reinterpretation hypothesis ([90], p.  111), although both humans 
and nonhumans are capable of learning and acting on the perceptual relations 
between different aspects of the world, only humans are capable of reinterpreting 
those relations in a systematic and productive way. For these researchers, the func-
tional discontinuity between human and nonhuman minds pervades nearly every 
domain of cognition. Particularly, only humans can master general concepts based 
on structural criteria (beyond any particular source of stimulus control), find sys-
tematic analogies between disparate domains, draw logical inferences between 
higher-order relations, or postulate unobservable mental causes or physical forces 
as explanations of natural phenomena ([90], p. 110). If they are right and nonhuman 
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minds approximate the capabilities of a physical symbol system to a significantly 
lesser degree than human minds do, then the prospects of reductionistic or mecha-
nistic integration across species are dim.3

The second criticism to mechanistic integration points in the opposite direction. 
Recently, Levy [76] has argued that the mosaic ideal of unity is too minimal, i.e., a 
version of unity that is “overly modest and for that reason not very attractive.” In 
particular, what the mosaic ideal of unity does not require is the existence of shared 
theoretical content among the constraints on the space of possible mechanisms for 
a target phenomenon, that is, “general concepts, principles and explanatory schemas 
applying across a range of neuroscientific phenomena” ([76], p. 10). Levy compares 
Craver’s “tiles” in the mosaic unity of neuroscience to members of an alliance, i.e., 
independent states joining efforts. He encourages a stronger, “federal” ideal of 
unity, in which a set of distinct states are united by general principles. Noticeably, 
Bickle’s ruthless reductive account eschews this problem, since the general princi-
ples that unify the different fields of neuroscience are the principles and laws of 
physics and chemistry that determine molecular and cellular processes within the 
brain, since “to the extent that we have explained some ‘higher level’ phenomenon 
as a sequence (…) of molecular steps, we know that the only way for another ‘higher 
level’ process to employ it (…) is via molecular (or lower) mechanisms” ([78], 
p. 232). The common principles Levy [76] has in mind are not Bickle’s physico-
chemical principles but abstract, recurrent patterns that, according to some recent 
(and rather speculative) theoretical work in neuroscience, transcend spatial and tem-
poral scales and apply to a range of neural systems. As an example, Levy mentions 
Sterling and Laughlin’s [91] principles of efficient design that apply to the brain as 
a whole and to different regions at different temporal and spatial scales. One of such 
principles of neural design is to “minimize wire” (i.e., axon length), which explains, 
for instance, the placement of ganglia in Caenorhabditis elegans nervous system 
[92] and the organization of neurons in cortical maps in the mammalian visual cor-
tex [93]. Design explanations of this kind allow us to answer why questions such as: 
Why are neurons in the mammalian visual cortex organized in maps? Or why are 
neural circuits separate in layers, columns, stripes, or barrels? ([91], p. 446).

There is a very popular research program in SN that aims to provide answers, 
from the designer perspective to the kind of why questions just mentioned. Given 
the extraordinary cost of neural material [94], Dunbar [95] asks: why do primates 
(in particular) have unusually large brains for body size, compared to all other ver-
tebrates? Dunbar’s preferred proposal is the social brain hypothesis. According to 
this hypothesis, large brains are a consequence of natural selection for enhanced 
social skills, since “an individual’s fitness is maximized by how well the group 
solves the problems that directly affect fitness, and this in turn is a consequence of 
how well bonded it is (this in turn being a consequence of the individual member’s 
social cognitive skills)” [95]. The social brain hypothesis points to the bondedness 
of social groups as the intermediate step between brain size and the selective pres-
sures driving brain evolution [96].

3 We thank Warren TenHouten for bringing this issue to our attention.
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There are some direct counterexamples to the social brain hypothesis. Lemurs, 
for example, live in relatively big social groups but have relatively small brains. 
Some authors have raised deeper concerns about the social brain hypothesis. Cachel 
([97], p. 373) contends that if the social brain hypothesis were valid, then we would 
expect that our closest primate relatives, i.e., the chimpanzee and the bonobo, would 
exhibit the most complex primate sociality. However, the only truly eusocial nonhu-
man primates are some New World monkeys, like the tamarins, which exhibit coop-
eration in the care of their young, reproductive division of labor, and overlap of two 
or more generations contributing to social life ([98], p. 62), and monkeys are in 
several respects less intelligent than pongids. Furthermore, according to Cachel, 
there is a trade-off between social intelligence and natural history intelligence, and 
only the latter constitutes a principal factor contributing to the formation of a gen-
eral human-like intelligence. Competitive social behavior is highly demanding in 
terms of attention and other cognitive resources and also discourages exploration of 
the natural world. Vervet monkeys, for example, exhibit acute social awareness but 
are “peculiarly obtuse or stupid about making associations and predictions about the 
external world” ([97], p. 165). TenHouten states [97]: “Freedom from hypersocial-
ity is necessary for the development of complex, symbolic models of the world that 
can then be subjected to abstract cognition and executive-level decision-making.”4

In this section, we use the social brain hypothesis merely as an example of an 
abstract design principle on brain architecture, without endorsing it as a working 
hypothesis. The rationale behind the social brain hypothesis can be further specified 
as follows: “Members of social species, by definition, create organizations beyond 
the individual. These super-organismal structures evolved hand in hand with psycho-
logical, neural, hormonal, cellular, and genetic mechanisms to support them” ([75], 
p. 163). From the standpoint of the social brain hypothesis thus formulated, SN is not 
a mere alliance of disciplines gathered by the common goal of explaining some target 
phenomena but represents a broad theoretical paradigm in neuroscience, “a general 
perspective that underlies a range of theories and methodologies in the field,” which 
presupposes that many central aspects of brain organization and function only make 
sense in the light of social organization and vice versa ([75], pp. 162–163).

We have reviewed three philosophical accounts of the unity of neuroscience in 
general and SN in particular. First, SN may become integrated by molecular reduc-
tions of social behavior. The challenge for this reductive approach is to account for 
the existence of a multiplicity of experimental protocols for a given phenomenon, 
given the different manifestations of that phenomenon across different species. 
Second, SN may become integrated by the piecemeal accumulation of constraints 
from autonomous fields on the space of possible mechanisms for the target phenom-
enon. The challenge for the mechanistic account is twofold. On the one hand, mech-
anist philosophers have to explain how different results from different laboratories 
become integrated within a field and how they can be extrapolated from one species 
to another. On the other hand, the ideal of a mosaic unity may be too minimal, since 
it does not require the existence of shared theoretical content. In the third place, the 

4 We thank Warren Tenhouten for drawing our attention to these concerns.
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unity of SN may be achieved by common general principles and concepts, such as 
the social brain hypothesis. However, the debate concerning the principles of design 
and evolution of the social brain is still open. Experimental and modeling practices 
in SN seem to be quite independent from the development of that theoretical debate. 
In the absence of general design principles, the multiplicity of experimental proto-
cols becomes the main feature of SN as a laboratory science. A kind of non-reductive 
pluralism [33, 37, 82, 99] in which that multiplicity is not neglected seems to be the 
most sensible position concerning the unity of SN at this stage of development.

According to Sullivan ([82], p. 534), there are two fundamental constraints on 
the experimental process that account for to the multiplicity of experimental proto-
cols in neuroscience: reliability and external validity. These two constraints pull in 
opposite directions ([82], p.  535). Reliability prescribes simplifying measures in 
order to keep control in the laboratory and discriminate between competing hypoth-
eses about a laboratory effect. External validity prescribes building into the experi-
mental design as much complexity as possible in order to capture the phenomenon 
of interest, outside the laboratory. Thus, there is a trade-off between reliability and 
external validity. This trade-off sheds light at least on some points of intersection of 
the neural and the social. As emphasized by Callard and Fitzgerald ([100], p. 60), 
the need for more ecologically valid models (particularly regarding the social envi-
ronment) in animal research is one of many arenas that would benefit from greater 
interdisciplinary collaboration between neuroscientists and social scientists.

Consider, for example, the physiological and psychological effects on rodents of 
laboratory housing conditions [101]. Practically all laboratory-housed rodents live 
in small “shoe-box” cages which afford little meaningful biological complexity. 
Physiological and behavioral studies strongly indicate that social isolation is detri-
mental for rats and mice and that company can be enriching and beneficial. In 
rodents, usual laboratory conditions may cause impairments in the neural and 
behavioral development and behavioral stereotypies. Stereotypies are uncommon in 
free-living wild animals, and they may be caused by the frustration of natural behav-
iors like finding food or mates, building nests, and avoiding predators. Since ani-
mals with stereotypies are poor models of normal behavior, implementing social 
environmental enrichment is needed in order to regain external validity. In fact, 
researchers using more naturalistic housing methods have detected deficits in trans-
genic mice that had been neglected in conventional laboratories [102]. A pluralistic 
approach predicts that such an increment of external validity will imply an attenua-
tion of experimental reliability and the negotiation of a new equilibrium point 
between these two constraints of the experimental design.

5  �Conclusion

In this chapter we introduced three general philosophical issues stemming from 
recent and actual research in the field of SN. These issues have become increasingly 
prominent in the literature and prove highly relevant for the present and near future 
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of SN.  In particular, the philosophy of modeling has been intensely debated 
generally in the philosophy of science. Here, we addressed the philosophical prob-
lem of how scientific models and theories relate, while characterizing the different 
kinds of models and modeling approaches relevant in contemporary SN. Secondly, 
we presented the issue of scientific explanation, certainly a hot topic in recent phi-
losophy of neuroscience: it can be argued that this problem is responsible for a great 
deal of the boost philosophy of neuroscience had during the last two decades. The 
third issue, scientific integration, is, in our opinion, a much pressing topic specifi-
cally for SN. The ways different aspects of SN research can be articulated and put 
into fruitful dialogue, considering specially the characteristic nature of this ambi-
tious neuroscientific approach to social phenomena, are in need of detailed philo-
sophical attention and, we think, will certainly be soon increasingly debated within 
the philosophical community.

Although we made an effort to present the issues without taking clear-cut sides, 
we defended a general pluralistic stance toward SN. We started from a resolute rec-
ognition of the diversity of modeling approaches today being developed and of the 
epistemic roles that models can and do play in SN. We then proposed a kind of EP 
that admits that models tackling different levels, representational bearers, and styles 
of explanation may be considered legitimately explanatory. In fact, we defended the 
idea that this plurality is desirable in order to reconstruct the “patchwork” picture of 
such a complex field as is SN. It is important to highlight, though, that this idea is 
not equivalent to an “anything goes” principle, and we here suggested a clear frame-
work that might be useful when analyzing the explanatory virtues of different mod-
els in SN.

Finally, we reviewed a central question concerning SN: how to best approach the 
unity of the field. A philosophical account of integration in SN requires an explica-
tion of the way in which different empirical results from different laboratories can 
become integrated within the field and how they can be extrapolated from one 
model species to another. We have argued that non-reductive pluralism is the most 
adequate approach to these problems concerning extrapolation and the multiplicity 
of experimental protocols.
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