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#### Abstract

A 2-step nilpotent Lie algebra $\mathfrak{n}$ is called nonsingular if ad $X: \mathfrak{n} \rightarrow[\mathfrak{n}, \mathfrak{n}]$ is onto for any $X \notin[\mathfrak{n}, \mathfrak{n}]$. We explore nonsingular algebras in several directions, including the classification problem (isomorphism invariants), the existence of canonical inner products (nilsolitons) and their automorphism groups (maximality properties). Our main tools are the moment map for certain real reductive representations, and the Pfaffian form of a 2-step algebra, which is a positive homogeneous polynomial in the nonsingular case.
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## 1. Introduction

We study, for a given pair $\mathfrak{n}_{1}, \mathfrak{n}_{2}$ of real vector spaces, bilinear skew-symmetric maps

$$
\mu: \mathfrak{n}_{1} \times \mathfrak{n}_{1} \longrightarrow \mathfrak{n}_{2},
$$

such that the function $(X, Y) \mapsto \alpha(\mu(X, Y))$ is a non-degenerate 2-form on $\mathfrak{n}_{1}$ for any nonzero $\alpha \in \mathfrak{n}_{2}^{*}$. This is precisely the condition the O'Neill tensor of a Riemannian submersion must necessarily satisfy at each point in order for all vertizontal 2-planes to have positive sectional curvature, in which case the bundle is called fat (see [FZ11). On the other hand, each of such $\mu$ 's defines a 2-step nilpotent Lie algebra ( $\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}, \mu$ ), often called nonsingular (also regular, or fat) in the literature under the above condition. The class of nonsingular nilpotent Lie groups strictly contains the well-known $H$-type groups introduced by A. Kaplan [K81], and their left-invariant metrics enjoy very nice properties

[^0]concerning curvature and totally geodesic submanifolds which were proved by P. Eberlein in E94.

If $\operatorname{dim} \mathfrak{n}_{1}=m$ and $\operatorname{dim} \mathfrak{n}_{2}=n$, then the isomorphism relation between two nonsingular algebras is given by the natural $\mathrm{GL}_{m} \times \mathrm{GL}_{n}$-action on the vector space $V_{n, m}:=\Lambda^{2} \mathfrak{n}_{1}^{*} \otimes \mathfrak{n}_{2}$ and coincides with Lie algebra isomorphism. Only very special values for the type ( $n, m$ ) of a nonsingular algebra are allowed, which coincide with the types of $H$-type algebras and include $n=1, m=2 k ; n=2,3, m=4 k ; n=4, \ldots, 7, m=8 k$; etc. The following natural questions arise from both the algebraic and geometric points of view:
(i) How 'wild' is the classification problem for nonsingular algebras up to isomorphism?
(ii) Given a nonsingular algebra $\mu: \mathfrak{n}_{1} \times \mathfrak{n}_{1} \longrightarrow \mathfrak{n}_{2}$, is there a canonical inner product on $\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}$ attached to $\mu$ ?
(iii) Is any $H$-type algebra the 'most symmetric' one among all nonsingular algebras of the same type? This in the sense that its automorphism group has maximal dimension, or equivalently, its $\mathrm{GL}_{m} \times \mathrm{GL}_{n}$-orbit in $V_{n, m}$ is of minimal dimension.
The classification of 2-step algebras is 'hopeless' from many rigorous points of view (see e.g. BLS05, E03]). A complete classification is only known for the types $(1, m)$ (all Heisenberg algebras up to abelian factors), $(2, m)$ (see [G73, LT99] or Section 3), $(5,5)$ and $(n, m)$ with $n+m \leq 9$ (over $\mathbb{C}$, see GT99). By using pencil invariants, we show that nonsingular algebras of type $(2, m)$ are parameterized by sets of the form $\mathcal{S}=$ $\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right)\right\}$, where $\alpha_{i} \in \mathbb{C} \backslash \mathbb{R}, k_{i} \in \mathbb{N}$, and isomorphism classes correspond to $\mathrm{GL}_{2}(\mathbb{R})$-orbits of such sets relative to the $\mathrm{GL}_{2}(\mathbb{R})$-action on $\mathbb{C}$ by Möbius transformations (see Section 3).

For a given inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}\left(\right.$ with $\left.\mathfrak{n}_{1} \perp \mathfrak{n}_{2}\right)$, one can encode the structural constants of $\mu$ in a map $J_{\mu}: \mathfrak{n}_{2} \longrightarrow \mathfrak{s o}\left(\mathfrak{n}_{1}\right)$ defined by

$$
\left\langle J_{\mu}(Z) X, Y\right\rangle=\langle\mu(X, Y), Z\rangle, \quad \forall X, Y \in \mathfrak{n}_{1}, Z \in \mathfrak{n}_{2}
$$

There is a nice and useful isomorphism invariant for 2-step algebras (with $m$ even) called the Pfaffian form, which is the projective equivalence class of the homogeneous polynomial $f_{\mu}$ of degree $m / 2$ in $n$ variables defined by

$$
f_{\mu}(Z)^{2}=\operatorname{det} J_{\mu}(Z), \quad \forall Z \in \mathfrak{n}_{2}
$$

for each $\mu$ of type ( $n, m$ ) (see Section 2.1 for a more precise definition). It is an immediate, though quite an intriguing fact, that $\mu$ is nonsingular if and only if $f_{\mu}$ is a positive polynomial (i.e. $f_{\mu}(x)>0$ for any nonzero $x \in \mathbb{R}^{n}$ ). Even though the theory of positive polynomials has a very rich presence in the literature, a complete classification of them, up to projective equivalence, seems to be as difficult as the classification of all forms and thus is also unknown and mostly intractable, even in low dimensional cases like ternary quartics (i.e. $(n, m)=(3,8))$. Nevertheless, in this paper, the Pfaffian form has proved to be a powerful tool to exhibit continuous families of pairwise non-isomorphic nonsingular algebras. It is proved in [O12c that any positive ternary quartic form is the Pfaffian form of at least one nonsingular algebra of type ( 3,8 ), showing that a reasonable classification of nonsingular algebras of type $(3,8)$ is hopeless.

Concerning question (ii) above, the meaning of the word 'canonical' is part of the problem. The maps $J_{\mu}(Z)$ provide a nice tool to consider compatibility conditions between $\mu$ and $\langle\cdot, \cdot\rangle$. For instance, when $J_{\mu}(Z)^{2}=-\|Z\|^{2} I$ for any $Z \in \mathfrak{n}_{2}$, the metric Lie algebra ( $\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle$ ) is called H-type (see K81, BTV95), and if more generally, $Z \mapsto\left(-\operatorname{det} J_{\mu}(Z)^{2}\right)^{1 / m}$ is a quadratic form, then the algebra is said to be of $\tilde{H}$-type (see [LT99].

We may also consider the following condition involving only $\mu$ and $\langle\cdot, \cdot\rangle$, as another generalization of $H$-type: for any (or some) orthonormal basis $\left\{Z_{i}\right\}$ of $\mathfrak{n}_{2}$,

$$
\begin{equation*}
\sum J_{\mu}\left(Z_{i}\right)^{2}=a I, \quad \operatorname{tr} J_{\mu}\left(Z_{i}\right) J_{\mu}\left(Z_{j}\right)=b \delta_{i j}, \quad \text { for some } \quad a, b<0 . \tag{1}
\end{equation*}
$$

It follows from well-known results in geometric invariant theory (see Section 2.3) that if condition (1) holds, then:

- $\mu$ is a minimal vector for the $\mathrm{SL}_{m} \times \mathrm{SL}_{n}$-action on $V_{n, m}$ (i.e. $\|\mu\| \leq\|h \cdot \mu\|$ for any $\left.h \in \mathrm{SL}_{m} \times \mathrm{SL}_{n}\right)$.
- The $\mathrm{SL}_{m} \times \mathrm{SL}_{n}$-orbit of $\mu$ is closed in $V_{n, m}$.
- The set of minimal vectors in $\left(\mathrm{SL}_{m} \times \mathrm{SL}_{n}\right) \cdot \mu$ consists of a single $\mathrm{SO}(m) \times \mathrm{SO}(n)$ orbit. We will strongly use this uniqueness property to distinguish, up to isomorphism, those special nonsingular algebras satisfying (1) by using $\mathrm{SO}(m) \times \mathrm{SO}(n)$ invariants, which are much more abundant.
From a different geometric point of view, condition (1) implies that the left invariant metric $g$ determined by ( $\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle$ ) on the corresponding simply connected nilpotent Lie group $N$ maximizes the scalar curvature among all left-invariant metrics on $N$ with $\mathfrak{n}_{1} \perp \mathfrak{n}_{2}$ and the same volume. It is also a minimum of the square norm of the Ricci tensor among all left-invariant metrics on $N$ with the same scalar curvature. On the other hand, $(N, g)$ is known to be a Ricci soliton, i.e. the Ricci flow solution starting at $g$ evolves only by time-dependent scaling and pull-back by diffeomorphisms. Such metrics are called nilsolitons in the literature and have been extensively studied in the last decade (see e.g. the survey [L09]). A metric satisfying (1) has also been called a metric with optimal Ricci tensor, and in particular, has a geodesic-flow invariant Ricci tensor (see [E04, Section 7] and [E08, Section 7]). An inner product for which (1) holds is unique up to scaling and automorphisms of $\mu$ (i.e. up to homothety), which also supports the presentation of these inner products as canonical or distinguished for a given $\mu$.

We prove in this paper that condition (1) is actually also necessary for any nilsoliton on a nonsingular algebra (see Theorem 2.16 for a more complete statement).

Theorem 1.1. If $\mu$ is a nonsingular algebra such that $\langle\cdot, \cdot\rangle$ is a nilsoliton, then condition (1) holds.

In [N08, Y. Nikolayevsky gave a complete classification of 2-step nilpotent Lie algebras of type $(2, m)$ admitting a nilsoliton. We give in Section 3 an alternative proof in the nonsingular case.

Theorem 1.2. A nonsingular algebra $\mu_{\mathcal{S}}$ of type $(2, m)$, where $\mathcal{S}=\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right)\right\}$, admits a nilsoliton if and only if $k_{1}=\cdots=k_{r}=1$.

We use this result to obtain $k$-parameter families of nonsingular algebras of type ( $2, m$ ) which do not admit nilsoliton metrics, for any $k \geq 1$. For the type $(2,8), r \geq 2$, the curve $\mu_{t}=\mu_{\mathcal{S}_{t}}$, where $\mathcal{S}_{t}:=\{(\mathrm{i}, 1),(\sqrt{t} \mathbf{i}, 1)\}, t \geq 1$, is pairwise non-isomorphic and consists of nonsingular algebras which do admit a nilsoliton. Their Pfaffian forms equal $f_{\mu_{t}}(x, y)=\left(x^{2}+y^{2}\right)\left(x^{2}+t y^{2}\right)$. On the other hand, notice that $\mu_{\mathcal{S}}$ with $\mathcal{S}:=\{(\mathrm{i}, 2)\}$ has identical Pfaffian than $\mu_{1}$, given by $\left(x^{2}+y^{2}\right)^{2}$, but $\mu_{\mathcal{S}}$ does not admit a nilsoliton. We also use Nikolayevsky's classification to obtain curves of 2-step algebras of type ( $2, m$ ) (not necessarily nonsingular) which do not admit nilsoliton metrics. Our examples cover any dimension $\geq 14$ and dimension 12 (compare with [J11, P11, O12a]).

In Section 44 we give many curves of nonsingular algebras of type $(3,8)$ admitting a nilsoliton metric. We have also found the first examples of nonsingular algebras of type
$(3,8)$ which do not admit nilsolitons. They consist of two curves having identical Pfaffian, but with different dimensions for their respective automorphism groups.

Let us now consider question (iii) above. It has recently been proved by A. Kaplan and A. Tiraboschi in KT13 that for any nonsingular algebra $\mu$, the projection of the automorphism $\operatorname{group} \operatorname{Aut}(\mu)$ on $\mathfrak{g l}_{n}=\mathfrak{g l}\left(\mathfrak{n}_{2}\right)$ satisfies that

$$
\begin{equation*}
\left.\operatorname{dim} \operatorname{Aut}(\mu)\right|_{\mathfrak{n}_{2}} \leq 1+\frac{n(n-1)}{2} \tag{2}
\end{equation*}
$$

by showing the existence of an $\operatorname{Aut}(\mu)$-invariant (up to scaling) inner product on $\mathfrak{n}_{2}$ (which generalizes L. Saal's result in the case of $H$-type algebras, see S96). It is well known that equality holds for $H$-type algebras (see [Ri82]), and it was believed for a long time that this might be a way to characterize $H$-type algebras among nonsingular ones. In Section 5, we show that this is not true by proving that the nonsingular algebra $\mu_{\mathcal{S}}$ of type $(2,4 k)$, where $\mathcal{S}=\{(\mathrm{i}, k)\}$, which is of $H$-type if and only if $k=1$, satisfies the equality in condition (2) for any $k \in \mathbb{N}$ (we have recently become aware that this result was independently obtained in (KT13).

On the other hand, it is natural to consider the stronger condition

$$
\begin{equation*}
\left.\operatorname{dim} K(\mu)\right|_{\mathfrak{n}_{2}}=\frac{n(n-1)}{2}, \quad \text { or equivalently, }\left.\quad \mathrm{SO}(n) \subset K(\mu)\right|_{\mathfrak{n}_{2}}, \tag{3}
\end{equation*}
$$

where $K(\mu)$ denotes the subgroup of $\operatorname{Aut}(\mu)$ of orthogonal automorphisms. Clearly, this also holds for $H$-type algebras, and it is claimed in KT13, Theorem 2.5] that $H$-type algebras are the only nonsingular algebras for which (3) holds. However, we give many examples of nonsingular algebras in each type ( $3,4 k$ ), $k \geq 2$, satisfying (3), none of which is $H$-type. The simplest one is of type $(3,8)$ and is obtained by taking $J_{\mu}\left(\mathfrak{n}_{2}\right) \subset \mathfrak{s o}(8)$ to be any Lie subalgebra of $\mathfrak{s o}(8)$ isomorphic to $\mathfrak{s u}(2)$ and acting irreducibly on $\mathbb{R}^{8}$.
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## 2. Invariants of nonsingular algebras

We consider a real vector space $\mathfrak{n}$ and fix a direct sum decomposition

$$
\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}, \quad \operatorname{dim} \mathfrak{n}_{1}=m, \quad \operatorname{dim} \mathfrak{n}_{2}=n
$$

Every 2-step nilpotent Lie algebra of dimension $m+n$ with derived algebra of dimension $\leq n$ can be represented by a bilinear skew-symmetric map

$$
\mu: \mathfrak{n}_{1} \times \mathfrak{n}_{1} \longrightarrow \mathfrak{n}_{2}
$$

The set of all such maps is the vector space $V_{n, m}:=\Lambda^{2} \mathfrak{n}_{1}^{*} \otimes \mathfrak{n}_{2}$ of dimension $n\binom{m}{2}$, and an element $\mu \in V_{n, m}$ is said to be of type $(n, m)$ if $\mu\left(\mathfrak{n}_{1}, \mathfrak{n}_{1}\right)=\mathfrak{n}_{2}$. We note that these elements form an open and dense subset of $V_{n, m}$, and two of them are isomorphic as Lie algebras if and only if they lie in the same $\mathrm{GL}_{m} \times \mathrm{GL}_{n}$-orbit with respect to the natural action (see (12) for the corresponding action of the Lie algebra):

$$
\begin{equation*}
(\psi, \varphi) \cdot \mu:=\varphi \mu\left(\psi^{-1} \cdot, \psi^{-1} \cdot\right), \quad(\psi, \varphi) \in \mathrm{GL}_{m} \times \mathrm{GL}_{n}, \quad \mu \in V_{n, m} \tag{4}
\end{equation*}
$$

Here and throughout the rest of the paper, $\mathrm{GL}_{n}$ will denote the group of invertible linear operators of an $n$-dimensional vector space, and also the real general linear group $\mathrm{GL}_{n}(\mathbb{R})$ if there is a fixed basis in the context.

If we fix bases $\left\{X_{1}, \ldots, X_{m}\right\}$ and $\left\{Z_{1}, \ldots, Z_{n}\right\}$ of $\mathfrak{n}_{1}$ and $\mathfrak{n}_{2}$, respectively, then each $\mu \in V_{n, m}$ is determined by its structural constants $\mu_{i j}^{k} \in \mathbb{R}$ defined by

$$
\mu\left(X_{i}, X_{j}\right)=\sum_{k} \mu_{i j}^{k} Z_{k}
$$

An alternative way to arrange the structural constants of $\mu$ is by fixing the inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}$ that makes the above basis orthonormal in order to define $J_{\mu}: \mathfrak{n}_{2} \longrightarrow \mathfrak{s o}\left(\mathfrak{n}_{1}\right)$ by

$$
\left\langle J_{\mu}(Z) X, Y\right\rangle=\langle\mu(X, Y), Z\rangle, \quad \forall X, Y \in \mathfrak{n}_{1}, Z \in \mathfrak{n}_{2} .
$$

Indeed, the $i j$-entry of the matrix of $J_{\mu}\left(Z_{k}\right)$ is precisely given by $-\mu_{i j}^{k}$.
Example 2.1. The 11-dimensional 2-step algebra $\mu \in V_{3,8}$ defined by

$$
\begin{array}{lll}
\mu\left(X_{1}, X_{3}\right)=-Z_{1}, & \mu\left(X_{1}, X_{5}\right)=-Z_{2}, & \mu\left(X_{1}, X_{7}\right)=-2 Z_{2}+\sqrt{2} Z_{3}, \\
\mu\left(X_{2}, X_{4}\right)=-Z_{1}, & \mu\left(X_{2}, X_{6}\right)=-Z_{2}, & \mu\left(X_{2}, X_{8}\right)=-Z_{2}+\frac{1}{\sqrt{2}} Z_{3}, \\
\mu\left(X_{3}, X_{6}\right)=-Z_{3}, & \mu\left(X_{3}, X_{8}\right)=-\frac{1}{\sqrt{2}} Z_{2}, & \mu\left(X_{4}, X_{6}\right)=-Z_{3}, \\
\mu\left(X_{4}, X_{8}\right)=-\frac{1}{\sqrt{2}} Z_{2}, & \mu\left(X_{5}, X_{8}\right)=-Z_{1}, & \mu\left(X_{6}, X_{7}\right)=-Z_{1},
\end{array}
$$

can be represented by its structural map $J_{\mu}$ given by

$$
J_{\mu}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & x & 0 & y & 0 & 2 y-\sqrt{2} z & 0 \\
0 & 0 & 0 & x & 0 & y & 0 & y+\frac{1}{\sqrt{2}} z \\
-x & 0 & 0 & 0 & z & 0 & \sqrt{2} y & 0 \\
0 & -x & 0 & 0 & 0 & z & 0 & -\frac{1}{\sqrt{2}} y \\
-y & 0 & -z & 0 & 0 & 0 & 0 & x \\
0 & -y & 0 & -z & 0 & 0 & x & 0 \\
-2 y+\sqrt{2} z & 0 & -\sqrt{2} y & 0 & 0 & -x & 0 & 0 \\
0 & -y-\frac{1}{\sqrt{2}} z & 0 & \frac{1}{\sqrt{2}} y-x & 0 & 0 & 0
\end{array}\right] .
$$

We focus in this paper on the following special class of algebras.
Definition 2.2. A 2-step algebra $\left(\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}, \mu\right), \mu \in V_{n, m}$, is called nonsingular if any of the following conditions holds:

- The map $\mathfrak{n}_{1} \longrightarrow \mathfrak{n}_{2}, Y \mapsto \mu(X, Y)$ is onto for any nonzero $X \in \mathfrak{n}_{1}$.
- For each nonzero $Z \in \mathfrak{n}_{2}$, the map $(X, Y) \mapsto\langle\mu(X, Y), Z\rangle$ is a non-degenerate 2 -form on $\mathfrak{n}_{1}$.
- $J_{\mu}(Z)$ is invertible for any nonzero $Z \in \mathfrak{n}_{2}$.

It is easy to see that these conditions are indeed equivalent and do not depend on the chosen inner product. Note that $m$ must be even for nonsingularity to hold. It follows from the strong restrictions for the maximal number of linearly independent vector fields on spheres that nonsingular algebras can only exist in very special dimensions. Indeed, if $m=(2 a+1) 2^{4 b+c}$, where $0 \leq c \leq 3$, then $n \leq 2^{c}+8 b-1$ (see e.g. LM89). In particular, for $n \leq 11$ one has

| $n$ | 1 | $2-3$ | $4-7$ | 8 | 9 | $10-11$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | $2 k$ | $4 k$ | $8 k$ | $16 k$ | $32 k$ | $64 k$ |$\quad k \in \mathbb{N}$.

The subset $V_{n, m}^{+} \subset V_{n, m}$ of nonsingular algebras is clearly open in $V_{n, m}$, although it is not always dense. For instance, $V_{2,4}^{+}$consists of a single $\mathrm{GL}_{4} \times \mathrm{GL}_{2}$-orbit of dimension 12 , the one corresponding to the (real) H-type algebra $\mathfrak{h}_{3} \otimes \mathbb{C}$ (where $\mathfrak{h}_{3}$ denotes the 3-dimensional real Heisenberg algebra), but the orbit of $\mathfrak{h}_{3} \oplus \mathfrak{h}_{3}$ is also 12 -dimensional (and open) and so $V_{2,4}^{+}$is not dense in $V_{2,4}$.

There is a great lack of known invariants to distinguish isomorphism classes in $V_{n, m}$, even for nonsingular elements. A complete classification is only known for the types ( $1, m$ )
(all Heisenberg algebras up to abelian factors), $(2, m)$ (see [G73] or Section 3), $(5,5)$ and ( $n, m$ ) with $n+m \leq 9$ (see GT99). By an invariant we mean a function from $V_{n, m}$ to some set $X$ which is constant on $\mathrm{GL}_{m} \times \mathrm{GL}_{n}$-orbits and therefore provides a necessary condition on two algebras to be isomorphic; namely, the values of the invariant at two isomorphic algebras must coincide.

We give in the next subsections a number of different approaches to get invariants of 2-step algebras.
2.1. Pfaffian form. We associate to each $\mu \in V_{n, m}$ its Pfaffian form $f_{\mu}$ defined by

$$
f_{\mu}\left(x_{1}, \ldots, x_{n}\right)=\operatorname{Pf}\left(J_{\mu}\left(x_{1} Z_{1}+\cdots+x_{n} Z_{n}\right)\right),
$$

where $\operatorname{Pf}: \mathfrak{s o}\left(\mathfrak{n}_{1}\right) \longrightarrow \mathbb{R}$ is the usual Pfaffian, that is, the only polynomial function satisfying $\operatorname{Pf}(B)^{2}=\operatorname{det} B$ for all $B \in \mathfrak{s o}\left(\mathfrak{n}_{1}\right)$ and $\operatorname{Pf}(J)=1$ for some fixed $J \in \mathfrak{s o}\left(\mathfrak{n}_{1}\right)$ having only $\pm \mathrm{i}$ as eigenvalues (see e.g. [M03, 10.3] for more information on Pfaffians of skew-symmetric matrices).

Remark 2.3. An alternative way to define $f_{\mu}$ is as a polynomial function on $\mathfrak{n}_{2}: f_{\mu}(Z)=$ $\operatorname{Pf}\left(J_{\mu}(Z)\right)$. If we change the basis in the definition we gave above by $\left\{g Z_{1}, \ldots, g Z_{n}\right\}$, $g \in \mathrm{GL}_{n}$, then we obtain the polynomial $f_{\mu}\left(g^{-1}\left(x_{1}, \ldots, x_{n}\right)\right)$.

Recall that $J_{\mu}(Z)$ is an $m \times m$ matrix, and since

$$
f_{\mu}(Z)^{2}=\operatorname{det} J_{\mu}(Z)
$$

we need $m$ to be even in order to get $f_{\mu} \neq 0$.
We therefore assume that $m$ is even, say $m=2 d$, and thus the Pfaffian determines a continuous function

$$
\begin{equation*}
f: V_{n, 2 d} \longrightarrow P_{n, d}, \quad \mu \mapsto f_{\mu}, \tag{5}
\end{equation*}
$$

where $P_{n, d}:=P_{n, d}(\mathbb{R})$ is the algebra of all homogeneous polynomials of degree $d$ in $n$ variables with coefficients in $\mathbb{R}$ (sometimes called $n$-ary d-ic forms for short). There is a natural left $\mathrm{GL}_{n}$-action on $P_{n, d}$ given by $\varphi \cdot f:=f \circ \varphi^{-1}$.

Example 2.4. By a straightforward computation one gets that the Pfaffian form of the algebra in Example 2.1 is given by

$$
f_{\mu}(x, y, z)=x^{4}+y^{4}+z^{4}
$$

from which it follows that $\mu$ is nonsingular as $f_{\mu}$ only vanishes at zero (see the third condition in Definition (2.2).

It is proved in Sc67 that the projective equivalence class of the form $f_{\mu}\left(x_{1}, \ldots, x_{n}\right)$ is an isomorphism invariant of the Lie algebra ( $\mathfrak{n}, \mu$ ) (see also [L08, Proposition 2.4]). More precisely, if $\mu, \lambda \in V_{n, m}$ are isomorphic, then $f_{\mu}$ and $f_{\lambda}$ are projectively equivalent (denoted by $f_{\mu} \simeq f_{\lambda}$ ), i.e. there exist $\varphi \in \mathrm{GL}_{n}$ and $c \neq 0$ such that

$$
f_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=c f_{\mu}\left(\varphi\left(x_{1}, \ldots, x_{k}\right)\right), \quad \forall\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} .
$$

Indeed, it is easy to see that if $\lambda=(\psi, \varphi) \cdot \mu$ for some $(\psi, \varphi) \in \mathrm{GL}_{2 d} \times \mathrm{GL}_{n}$, then $J_{\lambda}(Z)=$ $\left(\psi^{-1}\right)^{t} J_{\mu}\left(\varphi^{t} Z\right) \psi^{-1}$ for all $Z$ and thus $f_{\lambda}=(\operatorname{det} \psi)^{-1} f_{\mu} \circ \varphi^{t}$.

Example 2.5. The Pfaffian form of the algebra $\mu \in V_{3,8}$ defined by

$$
J_{\mu}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{ccccccc}
0 & 3 x & -\sqrt{3} y & -\sqrt{3} z & & \\
-3 x & 0 & \sqrt{3} z & -\sqrt{3} y & & \\
\sqrt{3} y & -\sqrt{3} z & 0 & x & -2 y & -2 z & \\
\sqrt{3} z & \sqrt{3} y & -x & 0 & 2 z & -2 y & \\
& 2 y & -2 z & 0 & -x & -\sqrt{3} y & -\sqrt{3} z \\
& 2 z & 2 y & x & 0 & \sqrt{3} z & -\sqrt{3} y \\
& & & & \sqrt{3} y & -\sqrt{3} z & 0 \\
& & & \sqrt{3} z x & \sqrt{3} y & 3 x & 0
\end{array}\right]
$$

is given by $f_{\mu}(x, y, z)=9\left(x^{2}+y^{2}+z^{2}\right)^{2}$, and consequently, $\mu$ is also nonsingular and nonisomorphic to the algebra from Examples 2.1|-2.4. There are two easy ways to see that these two ternary quartics are not projectively equivalent: by computing their isotropy subgroups in $\mathrm{GL}_{3}$, and by looking at their level sets $f_{\mu}=c$ in $\mathbb{R}^{3}$.

One can therefore use invariants of forms to distinguish algebras in $V_{n, m}$ up to isomorphism. Consider the ring $\mathbb{R}\left[P_{n, d}\right]^{\mathrm{SL}_{n}}$ of $\mathrm{SL}_{n}$-invariant polynomials on $P_{n, d}$, that is, the set of all polynomial functions $I: P_{n, d} \longrightarrow \mathbb{R}$ such that

$$
I(\varphi \cdot f)=I(f) \quad \forall \varphi \in \mathrm{SL}_{n}, \quad f \in P_{n, d}
$$

It is well known that $I$ is invariant if and only if each of its homogeneous components are so. However, a set of generators and their relations for such a ring is only known for small values of $n$ and $d$, including $d=2$ and any $n, n=2$ and $d \leq 8, n=3$ and $d \leq 3$. We refer to Do03, M03] for many explicit classification results on forms and invariants of forms.

Lemma 2.6. For $f, g \in P_{n, d}, n$ odd, assume that there exist homogeneous invariants $I, I^{\prime} \in \mathbb{R}\left[P_{n, d}\right]^{\mathrm{SL}_{n}}$ of the same degree such that $I^{\prime}(f), I^{\prime}(g) \neq 0$ and

$$
\frac{I(f)}{I^{\prime}(f)} \neq \frac{I(g)}{I^{\prime}(g)}
$$

Then $f$ is not projectively equivalent to $g$.
The proof follows easily by using the fact that $I(c \varphi \cdot f)=c^{k} I(f)$ for any $c \in \mathbb{R}, \varphi \in \mathrm{SL}_{n}$, $f \in P_{n, d}$, where $k$ is the degree of the invariant $I$, and the fact that for $n$ odd one has $\mathrm{GL}_{n}=\mathbb{R}^{*} \mathrm{SL}_{n}$.

Example 2.7. Suppose we have a one-parameter family $\mu_{t} \in V_{3,8}$ of 2-step algebras with Pfaffian forms

$$
f_{\mu_{t}}(x, y, z)=\left(x^{2}+y^{2}+z^{2}\right)^{2}+t x^{2} y^{2} \in P_{3,4} .
$$

It follows that $\mu_{t}$ is nonsingular for any $t \geq 0$ (recall that $\operatorname{det} J_{\mu_{t}}(Z)=f_{\mu_{t}}(Z)^{2}$ ), but the question is: is this really a 'curve' of algebras, in the sense that $\mu_{t}$ is not isomorphic to $\mu_{s}$ for all $t \neq s$ ? If we write any ternary quartic $f \in P_{3,4}$ as

$$
\begin{align*}
f(x, y, z)= & a x^{4}+4 b x^{3} y+6 c x^{2} y^{2}+4 d x y^{3}+e y^{4}+4 f x^{3} z+12 g x^{2} y z+12 h x y^{2} z  \tag{6}\\
& +4 i y^{3} z+6 j x^{2} z^{2}+12 k x y z^{2}+6 l y^{2} z^{2}+4 m x z^{3}+4 n y z^{3}+p z^{4},
\end{align*}
$$

then from [Di87] we get the following $\mathrm{SL}_{3}$-invariant homogeneous polynomials on $P_{3,4}$ of degree 3 and 6 , respectively:

$$
\begin{aligned}
I_{3}(f): & =a e p+3\left(a l^{2}+e j^{2}+p c^{2}\right)+4(b i m+f d n) \\
& -4(a i n+e f m+p b d)+6 c j l+12\left(c k^{2}+j h^{2}+l g^{2}\right)-12 g h k \\
& -12(b k l+f h l+d k j+i g j+m h c+n g c)+12(g d m+h n b+k f i),
\end{aligned}
$$

and

$$
I_{6}(f):=\operatorname{det} H(f), \quad \text { where } \quad H(f):=\left|\begin{array}{llllll}
a & c & j & g & f & b  \tag{7}\\
c & e & l & i & h & d \\
j & l & p & n & m & k \\
g & i & n & l & k & h \\
f & h & m & k & j & g \\
b & d & k & h & g & c
\end{array}\right| .
$$

The invariant $I_{6}(f)$ is called the calecticant and $H(f)$ the Hankel matrix (or quadratic form) of $f$. There are other five invariants described in Di87 of degree 9, 12, 15, 18 and 27 , respectively, which are more difficult to handle. Anyway, by a straightforward computation, we get that

$$
I_{6}\left(f_{\mu_{t}}\right)=-\frac{1}{1944} t^{3}-\frac{7}{2916} t^{2}+\frac{8}{729} t+\frac{20}{729}, \quad I_{3}\left(f_{\mu_{t}}\right)=\frac{1}{12} t^{2}+\frac{4}{9} t+\frac{20}{9},
$$

and so

$$
\frac{I_{6}\left(f_{\mu_{t}}\right)}{I_{3}\left(f_{\mu_{t}}\right)^{2}}=-\frac{2}{9} \frac{\left(3 t^{3}+14 t^{2}-64 t-160\right)}{\left(3 t^{2}+16 t+80\right)^{3}}
$$

which is easily seen to be an injective function for $t \in[12, \infty)$. Thus $f_{\mu t}, t \geq 12$, belong to pairwise different projective equivalence classes by Lemma [2.6, which implies that $\mu_{t}$, $t \geq 12$, represents a family of pairwise non-isomorphic nonsingular algebras of type $(3,8)$. Other intervals for $t$ giving rise to the same conclusion are $(-\infty,-4],[-4,0]$ and $[0,12]$.
2.2. Positive polynomials. The following elementary but still intriguing fact follows from the third condition in Definition 2.2,

$$
\begin{aligned}
& \left.\mu \in V_{n, 2 d} \text { is nonsingular if and only if } f_{\mu} \text { (or }-f_{\mu}\right) \text { is a positive polynomial, } \\
& \text { i.e. } f_{\mu}\left(x_{1}, \ldots, x_{n}\right)>0 \text { for any nonzero }\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \text {. }
\end{aligned}
$$

For instance, the 2 -step algebras of type $(3,8)$ given in Examples 2.1-2.4 and 2.5 are both nonsingular. Notice that one of the forms $\pm f \in P_{n, d}$ is positive if and only if $f$ vanishes only at $0 \in \mathbb{R}^{n}$, and so for the existence of a nonzero positive $d$-ic form, $d$ must be even. The subset $P_{n, d}^{+} \subset P_{n, d}$ of positive forms is open, it is precisely the interior of the closed convex cone of all nonnegative (i.e. $f \geq 0$ ) $n$-ary $d$-ic forms (see e.g. R10, Theorem 3.14]).

In spite the theory of positive polynomials has a long and rich history in the literature, including Hilbert's 17th Problem (see [R10] for further information), a complete classification of them up to projective equivalence seems to be as difficult as the classification of all forms and thus also unknown and mostly intractable, even in low dimensional cases like ternary quartics (i.e. for the type $(n, m)=(3,8)$ ).
Example 2.8. There is only one positive quadratic form $f \in P_{n, 2}$ up to projective equivalence; namely, $f\left(x_{1}, \ldots, x_{n}\right)=x_{1}^{2}+\cdots+x_{n}^{2}$ (use that any projective equivalence class contains an element of the form $\epsilon_{1} x_{1}^{2}+\cdots+\epsilon_{n} x_{n}^{2}$ with $\left.\epsilon_{i} \in\{0, \pm 1\}\right)$. The family $\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{d / 2}$ provides examples for any even degree $d \geq 2$ of positive polynomials whose $\mathrm{SL}_{n}$-orbit is closed and are however singular (i.e. $\frac{\partial}{\partial x_{i}} f=0, i=1, \ldots, n$ has a nonzero solution in $\mathbb{C}^{n}$ ) for $d \geq 4$. Their $\mathrm{SL}_{n}$-orbits are not of maximal dimension, as their isotropy subgroups all equal $\mathrm{O}(n)$.

Example 2.9. A complex binary $d$-ic form $f \in P_{2, d}(\mathbb{C})$ can be identified (up to scaling) with its set of zeroes in $\mathbb{P}^{1}=\mathbb{P} \mathbb{C}^{2}$ as follows:

$$
f(x, y)=\prod_{i=1}^{d}\left(a_{i} y-b_{i} x\right) \quad \leftrightarrow \quad \mathcal{Z}(f)=\left\{\left(a_{1}: b_{1}\right), \ldots,\left(a_{d}: b_{d}\right)\right\} \subset \mathbb{P}^{1} .
$$

The $\mathrm{SL}_{2}(\mathbb{C})$-action on the projective space of $P_{2, d}(\mathbb{C})$ is therefore equivalent to the action on subsets of unordered $d$ points in $\mathbb{P}^{1}$ (counting multiplicities). The following facts are well known in invariant theory (see e.g. [Do03, M03]):

- $f$ is semistable (i.e. $\left.0 \notin \overline{\mathrm{SL}_{2}(\mathbb{C}) \cdot f}\right)$ if and only if any element in $\mathcal{Z}(f)$ has multiplicity $\leq d / 2$.
- $f$ is stable (i.e. $\mathrm{SL}_{2}(\mathbb{C}) \cdot f$ is closed and the isotropy subgroup at $f$ is finite) if and only if any element in $\mathcal{Z}(f)$ has multiplicity $<d / 2$.
It is easy to see that $f$ is real and positive if and only if $d$ is even and

$$
\mathcal{Z}(f)=\left\{\left(1: \alpha_{1}\right),\left(1: \overline{\alpha_{1}}\right), \ldots,\left(1: \alpha_{d / 2}\right),\left(1: \overline{\alpha_{d / 2}}\right)\right\}, \quad \text { with } \quad \alpha_{i} \in \mathbb{C} \backslash \mathbb{R}
$$

Positive binary forms are therefore all stable with the only exception of $\left(x^{2}+y^{2}\right)^{d / 2}$, which still has a closed $\mathrm{SL}_{2}(\mathbb{C})$-orbit. The $\mathrm{SL}_{2}(\mathbb{C})$-orbit of a real form $f$ is closed if and only if its $\mathrm{SL}_{2}(\mathbb{R})$-orbit is so (see e.g. [BH62, Proposition 2.3] and [B71, Corollary 5.3]). It follows that $\mathrm{SL}_{2}(\mathbb{R}) \cdot f$ is closed for any positive binary form $f$.

Example 2.10. It was proved by Hilbert H88 that any nonnegative ternary quartic, as well as any binary or quadratic form, is a sum of squares (Hilbert also showed that this does not hold in any other case). It is also known that $f \in P_{3,4}$ (or $f$ a binary or quadratic form) is a sum of 4 -th powers of linear forms (and consequently $f \geq 0$ ) if and only if its Hankel matrix $H(f)$ (see (7)) is positive semidefinite (see the second sentence after R10, (5.25)] and correct a typo by replacing the first $Q$ by $P$ ). This is not longer true in the other cases. However, it is proved in C07] that for any form $f \in P_{n, d}$, we have that if $f>0$ $(f \geq 0)$ then $H(f)>0(H(f) \geq 0)$.

It is worth noticing at this point that positivity is a notion which only makes sense over $\mathbb{R}$, and it is therefore difficult to study properties of positive forms from the point of view of invariant theory, a subject mostly attached to algebraically closed fields. We have seen in Examples 2.8 and 2.9 that positive quadratic and binary forms have closed $\mathrm{SL}_{n}$-orbits. We do not know if this is also true for any form. It certainly fails in the nonnegative case, e.g. $0 \in \overline{\mathrm{SL}_{n} \cdot x_{1}^{d}}$ for any $n \geq 2$ (and $d$ even). We now prove that a positive form is at least always semistable.
Lemma 2.11. If $f \in P_{n, d}$ is positive, then $0 \notin \overline{\mathrm{SL}_{n} \cdot f}$.
Proof. Assume that $0 \in \overline{\mathrm{SL}_{n} \cdot f}$, that is, there exists a sequence $\varphi_{k} \in \mathrm{SL}_{n}$ such that $f \circ \varphi_{k} \rightarrow$ 0 , as $k \rightarrow \infty$. If $S \subset \mathbb{R}^{n}$ is the sphere of radius 1 and $m:=\min \left(\left.f\right|_{S}\right)$, which is a positive number due to the positivity of $f$, then

$$
m\left\|\varphi_{k}(Z)\right\|^{d} \leq f\left(\varphi_{k}(Z)\right), \quad \forall Z \in \mathfrak{n}_{2} .
$$

This implies that

$$
m\left\|\varphi_{k}\right\|^{d} \leq \max \left(\left.f \circ \varphi_{k}\right|_{S}\right) \rightarrow 0,
$$

as $k \rightarrow \infty$, and thus $\varphi_{k} \rightarrow 0$, which is a contradiction since $\operatorname{det} \varphi_{k}=1$ for all $k$. This concludes the proof of the lemma.
2.3. Real geometric invariant theory. Let $G$ be a real reductive group acting linearly on a finite dimensional real vector space $V$. The precise definition of our setting is the one considered in RS90, or the more general one in HSS08 (see also [EJ09]), where many results from geometric invariant theory are adapted and proved over $\mathbb{R}$.

The derivative of the above action defines a representation of the Lie algebra $\mathfrak{g}$ of $G$ in $V$, which will be denoted by $\pi: \mathfrak{g} \longrightarrow \operatorname{End}(V)$. We consider a Cartan decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, where $\mathfrak{k}$ is the Lie algebra of a maximal compact subgroup $K$ of $G$. Endow $V$ with
a fixed from now on $K$-invariant inner product $\langle\cdot, \cdot\rangle$ such that $\mathfrak{p}$ acts on $V$ by symmetric operators, and endow $\mathfrak{p}$ with an $\operatorname{Ad}(K)$-invariant inner product also denoted by $\langle\cdot, \cdot\rangle$.

The function $m: V \longrightarrow \mathfrak{p}$ implicitly defined by

$$
\langle m(v), \alpha\rangle=\frac{1}{\|v\|^{2}}\langle\pi(\alpha) v, v\rangle, \quad \forall \alpha \in \mathfrak{p}, v \in V \backslash\{0\}, \quad m(0)=0,
$$

is called the moment map for the representation $V$ of $G$. Since $m(c v)=m(v)$ for any nonzero $c \in \mathbb{R}$, we may also view the moment map as defined on the projective space $\mathbb{P} V$ of $V$. It is easy to see that $m$ is $K$-equivariant: $m(k \cdot v)=\operatorname{Ad}(k) m(v)$ for all $k \in K$.

Let $\mathcal{M}=\mathcal{M}(G, V)$ denote the set of minimal vectors, that is,

$$
\mathcal{M}=\{v \in V:\|v\| \leq\|g \cdot v\| \quad \forall g \in G\} .
$$

In RS90, the following results were obtained:

- an orbit $G . v$ is closed if and only if $G . v$ meets $\mathcal{M}$;
- $G . v \cap \mathcal{M}$ is either empty or consists of a single $K$-orbit;
- the closure of any $G$-orbit contains a unique closed $G$-orbit;
- $\mathcal{M}=\{v \in V: m(v)=0\}$.

The functional square norm of the moment map

$$
\begin{equation*}
F_{m}: V \longrightarrow \mathbb{R}, \quad F_{m}(v):=\|m(v)\|^{2}, \tag{8}
\end{equation*}
$$

is scaling invariant and so it can actually be viewed as a function on any sphere of $V$ or on $\mathbb{P} V$. The remaining critical points of $F_{m}$ other than minimal vectors (i.e. those for which $F_{m}(v)>0$ ) are all unstable (i.e. $0 \in \overline{G . v}$ ) but still enjoy most of the nice properties of minimal vectors stated above. Let $\mathcal{C}\left(F_{m}\right)$ denote the critical set of $F_{m}: V \longrightarrow \mathbb{R}$.

Theorem 2.12. Mr01, HSS08] The following conditions are equivalent:
(i) $v \in \mathcal{C}\left(F_{m}\right)$.
(ii) The functional $\left.F_{m}\right|_{G . v}$ attains its minimum value at $v$.
(iii) $\pi(m(v)) v=c v$ for some $c \in \mathbb{R}$.

Moreover, the following uniqueness property holds:
(iv) The intersection of $\mathcal{C}\left(F_{m}\right)$ with any $G$-orbit is either empty or consists of a single $K$-orbit (up to scaling).

It follows from part (iv) that two $G$-orbits containing critical points of $F_{m}$ can be distinguished by using $K$-invariants, which are always much more abundant. This method will be illustrated in the examples below.

Example 2.13. Let us consider the natural linear action of $G=\mathrm{GL}_{n}$ on $V=P_{n, d}$ given by $\varphi \cdot f=f \circ \varphi^{-1}$. We have that $\mathfrak{g}=\mathfrak{g l}_{n}, K=\mathrm{O}(n), \mathfrak{k}=\mathfrak{s o}(n)$ and $\mathfrak{p}=\operatorname{sym}(n)$. As an $\operatorname{Ad}(K)$-invariant inner product on $\mathfrak{p}$ we take $\langle\alpha, \beta\rangle=\operatorname{tr} \alpha \beta$, and it is easy to see that the inner product $\langle\cdot, \cdot\rangle$ on $V$ for which the basis of monomials

$$
\left\{x^{D}:=x_{1}^{d_{1}} \ldots x_{n}^{d_{n}}: d_{1}+\cdots+d_{n}=d, D=\left(d_{1}, \ldots, d_{n}\right)\right\}
$$

is orthogonal and

$$
\left\|x^{D}\right\|^{2}=\frac{d_{1}!\ldots d_{n}!}{d!}, \quad \forall D=\left(d_{1}, \ldots, d_{n}\right),
$$

satisfies the required conditions (indeed, $\langle f \circ \alpha, g\rangle=\left\langle f, g \circ \alpha^{t}\right\rangle$ for all $f, g \in P_{n, d}, \alpha \in \mathfrak{g l}_{n}$, see e.g. R10, (1.30)]). Let $E_{i j}$ denote as usual the $n \times n$ matrix whose only nonzero coefficient is a 1 in the entries $i j$. Since

$$
\pi\left(E_{i j}\right) f=\left.\frac{d}{d t}\right|_{t=0} f \circ e^{-t E_{i j}}=-x_{j} \frac{\partial f}{\partial x_{i}},
$$

we obtain that the moment map $m: P_{n, d} \longrightarrow \operatorname{sym}(n)$ is given by

$$
\begin{equation*}
m(f)=-\frac{1}{\|f\|^{2}}\left[\left\langle x_{j} \frac{\partial f}{\partial x_{i}}, f\right\rangle\right] \tag{9}
\end{equation*}
$$

We are using here the fact that $\left\langle x_{j} \frac{\partial f}{\partial x_{i}}, f\right\rangle=\left\langle x_{i} \frac{\partial f}{\partial x_{j}}, f\right\rangle$ for all $i, j$. It is also easy to see that the action of a diagonal matrix $\alpha \in \mathfrak{g l}_{n}$ with entries $a_{1}, \ldots, a_{n}$ is given by

$$
\begin{equation*}
\pi(\alpha) x^{D}=-\left(\sum_{i=1}^{n} a_{i} d_{i}\right) x^{D}, \quad \forall D=\left(d_{1}, \ldots, d_{n}\right), \tag{10}
\end{equation*}
$$

and since

$$
m\left(x^{D}\right)=\left[\begin{array}{llll}
-d_{1} & & \\
& \ddots & \\
& & -d_{n}
\end{array}\right]
$$

we get that $x^{D}$ is an eigenvector of $m\left(x^{D}\right)$ with eigenvalue $F_{m}\left(x^{D}\right)=\sum d_{i}^{2}$. Every monomial is therefore a critical point of $F_{m}$ by Theorem 2.12, although $\mathcal{C}\left(F_{m}\right)$ is known to be much larger (see [N84, Section 10] and [09, Example 11.5]).

According to the above example, it follows from Theorem 2.12, (iv) that $\mathrm{O}(n)$-invariants of $n$-ary forms play a key role in distinguishing critical points of $F_{m}: P_{n, d} \longrightarrow \mathbb{R}$. Let us therefore consider the Laplacian $\Delta: P_{n, d} \longrightarrow P_{n, d-2}$ defined by

$$
\Delta(f):=\frac{\partial^{2} f}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2} f}{\partial x_{n}^{2}}
$$

which is well known to be $\mathrm{O}(n)$-equivariant:

$$
\Delta(\varphi \cdot f)=\varphi \cdot \Delta(f), \quad \forall \varphi \in \mathrm{O}(n), \quad f \in P_{n, d}
$$

Example 2.14. Is the curve of ternary quartics $f_{t}=x^{4}+y^{4}+z^{4}+t x^{2} y^{2}$ pairwise nonequivalent? The argument used in Example 2.7 in terms of $\mathrm{SL}_{3}$-invariants does not work here because $I_{6}\left(f_{t}\right)=0$ for all $t$. However, if we consider

$$
\varphi_{t} \cdot f_{t}=x^{4}+y^{4}+\left(1+t^{2} / 12\right)^{1 / 2} z^{4}+t x^{2} y^{2}, \quad \text { where } \quad \varphi_{t}:=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& \left(1+t^{2} / 12\right)^{-1 / 8}
\end{array}\right]
$$

then it is straightforward to check by using (9) that $m\left(\varphi_{t} \cdot f_{t}\right)=-\frac{4}{3} I$, which implies that $\varphi_{t} \cdot f_{t} \in \mathcal{C}\left(F_{m}\right)$ for all $t$ by Theorem [2.12, (iii). According to Theorem 2.12, (iv) we now only need to differentiate $\varphi_{t} \cdot f_{t}$ with $\mathrm{O}(3)$-invariants (up to scaling). A computation of the Laplacian gives

$$
\Delta\left(\varphi_{t} \cdot f_{t}\right)=(12+2 t) x^{2}+(12+2 t) y^{2}+12\left(1+t^{2} / 12\right)^{1 / 2} z^{2}
$$

The function $\frac{12+2 t}{12\left(1+t^{2} / 12\right)^{1 / 2}}$ is the quotient of the two eigenvalues of these ternary quadratic forms, and since it is a strictly decreasing function for $t \geq 2$, it follows that $\varphi_{t} \cdot f_{t}$ (or equivalently, $\left.f_{t}\right), t \geq 2$, is a family of pairwise non-equivalent ternary quartics.

We now consider the representation where 2 -step algebras live.
Example 2.15. Let $V=V_{n, m}$ be the representation of the real reductive group $G=\mathrm{GL}_{m} \times$ $\mathrm{GL}_{n}$ given by (4), for which we have $\mathfrak{g}=\mathfrak{g l}_{m} \oplus \mathfrak{g l}_{n}, K=\mathrm{O}(m) \times \mathrm{O}(n), \mathfrak{k}=\mathfrak{s o}(m) \oplus \mathfrak{s o}(n)$ and $\mathfrak{p}=\operatorname{sym}(m) \oplus \operatorname{sym}(n)$. Recall that we have fixed an inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}$. As an $\operatorname{Ad}(K)$-invariant inner product on $\mathfrak{p}$ we can take $\langle\alpha, \beta\rangle=\operatorname{tr} \alpha \beta$ on each factor and the inner product $\langle\cdot, \cdot\rangle$ on $V$ is defined by

$$
\begin{equation*}
\langle\mu, \lambda\rangle:=\sum_{i j}\left\langle\mu\left(X_{i}, X_{j}\right), \lambda\left(X_{i}, X_{j}\right)\right\rangle=\sum_{i j k} \mu_{i j}^{k} \lambda_{i j}^{k} . \tag{11}
\end{equation*}
$$

The corresponding representation of $\mathfrak{g}$ on $V$ is

$$
\begin{equation*}
\pi(\alpha, \beta) \mu=\beta \mu(\cdot, \cdot)-\mu(\alpha \cdot, \cdot)-\mu(\cdot, \alpha \cdot) \tag{12}
\end{equation*}
$$

and the moment map $m: V_{n, m} \longrightarrow \operatorname{sym}(m) \oplus \operatorname{sym}(n)$ is given by $m(\mu)=\left(m_{1}(\mu), m_{2}(\mu)\right)$ (see e.g. [E08]), where

$$
\begin{equation*}
m_{1}(\mu)=\frac{2}{\|\mu\|^{2}} \sum_{i} J_{\mu}\left(Z_{i}\right)^{2}, \quad\left\langle m_{2}(\mu) Z, W\right\rangle=-\frac{1}{\|\mu\|^{2}} \operatorname{tr} J_{\mu}(Z) J_{\mu}(W), \quad \forall Z, W \in \mathfrak{n}_{2} \tag{13}
\end{equation*}
$$

2.4. Nilsolitons. We consider in this subsection the problem of the existence of a 'canonical' inner product for a given nonsingular algebra. Our approach will follow the lines of real geometric invariant theory described in Section [2.3, and it turns out that the uniqueness (up to isometry) of such distinguished inner product will give rise to new invariants.

Recall the maps $J_{\mu}(Z) \in \mathfrak{s o}\left(\mathfrak{n}_{1}\right), Z \in \mathfrak{n}_{2}$, defined at the beginning of Section 2 by fixing an inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}$ (with $\mathfrak{n}_{1} \perp \mathfrak{n}_{2}$ ). These maps provide a nice tool to consider compatibility conditions between an algebra $\mu$ and an inner product $\langle\cdot, \cdot\rangle$. For instance, when $J_{\mu}(Z)^{2}=-\|Z\|^{2} I$ for any $Z \in \mathfrak{n}_{2}$, the metric Lie algebra $(\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle)$ is called $H$-type (see K81, BTV95]), and if more generally, $Z \mapsto\left(-\operatorname{det} J_{\mu}(Z)^{2}\right)^{1 / m}$ is a positive quadratic form, then the algebra is said to be of $\tilde{H}$-type (see [LT99]). Equivalently, in terms of its Pfaffian form, $(\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle)$ is $\tilde{H}$-type if and only if, up to projective equivalence,

$$
f_{\mu}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{m / 4}
$$

For instance, the algebra in Example 2.5 is of $\tilde{H}$-type but not of $H$-type.
We may also consider the following condition involving only $\mu$ and $\langle\cdot, \cdot\rangle$, as another generalization of H-type: for any (or some) orthonormal basis $\left\{Z_{i}\right\}$ of $\mathfrak{n}_{2}$,

$$
\begin{equation*}
\sum_{i} J_{\mu}\left(Z_{i}\right)^{2}=a I, \quad \operatorname{tr} J_{\mu}\left(Z_{i}\right) J_{\mu}\left(Z_{j}\right)=b \delta_{i j}, \quad \text { for some } \quad a, b<0 \tag{14}
\end{equation*}
$$

This condition is called optimal Ricci tensor in [E08, Section 7] and it is proved in [E04, Section 7] that if the condition on the left in (14) holds, then the metric has a geodesic-flow invariant Ricci tensor. It has also been studied in [L03, Section 9].

In terms of the moment map (see Example 2.15), condition (14) on $(\mu,\langle\cdot, \cdot\rangle)$ is equivalent to have $m(\mu)=(2 a I,-b I)$ (see (131)), from which easily follows that part (iii) in Theorem 2.12 holds and thus $\mu$ is a critical point of the functional $F_{m}(\lambda)=\|m(\lambda)\|^{2}$. From the uniqueness statement in part (iv) of the same theorem, we obtain that among the isomorphism class $\mathrm{GL}_{m} \times \mathrm{GL}_{n} \cdot \mu$, only the elements in the subset $\mathbb{R}^{*} \mathrm{O}(n) \cdot \mu$ satisfy condition (14). By using that such condition holds for the pair $(\varphi \cdot \mu,\langle\cdot, \cdot\rangle), \varphi \in \mathrm{GL}_{m} \times \mathrm{GL}_{n}$ if and only if does so for $(\mu,\langle\varphi \cdot, \varphi \cdot\rangle)$, this uniqueness property can be rephrased as follows:

Given an algebra $\mu \in V_{n, m}$, there exists at most one inner product on $\mathfrak{n}$
(with $\mathfrak{n}_{1} \perp \mathfrak{n}_{2}$ ) for which (14) holds, up to scaling and automorphisms of $\mu$.
This strongly supports the proposal of these inner products as canonical or distinguished for a given $\mu$.

It also follows from invariant theory that if condition (14) holds, then the $\mathrm{SL}_{m} \times \mathrm{SL}_{n}{ }^{-}$ orbit of $\mu$ is closed in $V_{n, m}$. Indeed, the orthogonal projection of the moment map $m(\mu)$ onto $\mathfrak{s l}_{m} \oplus \mathfrak{s l}_{n}$ vanishes, and since this is precisely the moment map for the $\mathrm{SL}_{m} \times \mathrm{SL}_{n}$ action on $V_{n, m}$ we get that $\mu$ is a minimal vector and so $\mathrm{SL}_{m} \times \mathrm{SL}_{n} \cdot \mu$ is closed (see Section 2.3). Furthermore, the following conditions are equivalent for a 2 -step algebra $\mu \in V_{n, m}$ :

- there exists an inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}$ such that condition (14) holds for $(\mu,\langle\cdot, \cdot\rangle)$ (in particular, $\mu \in \mathcal{C}\left(F_{m}\right)$ );
- for any fixed inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}$, there exists an isomorphic algebra $\mu_{0} \in$ $\mathrm{GL}_{m} \times \mathrm{GL}_{n} \cdot \mu$ such that condition (14) holds for $\left(\mu_{0},\langle\cdot, \cdot\rangle\right)$ (or equivalently, $\mu_{0}$ is a minimal vector for the $\mathrm{SL}_{m} \times \mathrm{SL}_{n}$-action);
- the orbit $\mathrm{SL}_{m} \times \mathrm{SL}_{n} \cdot \mu$ is closed.

In particular, the existence for a given nonsingular $\mu$ of an inner product satisfying (14) provides in a way a candidate for a 'normal form' for $\mu$; namely, the minimal vector $\mu_{0}$ above, which is unique up to scaling and the action of $\mathrm{O}(m) \times \mathrm{O}(n)$.

From a geometric point of view, we know that $\mu$ is a critical point of $F_{m}$ if and only if the left-invariant Riemannian metric $g$ determined by ( $\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle$ ) on the corresponding simply connected nilpotent Lie group $N$ is a Ricci soliton, i.e. the Ricci flow solution starting at $g$ evolves only by time-dependent scaling and pull-back by diffeomorphisms (see [L01]). Such metrics are called nilsolitons in the literature and have been extensively studied in the last decade (see the survey [L09] for further information). The core of this interplay relies on the fact that

$$
\begin{equation*}
m(\mu)=\frac{4}{\mu \|^{2}} \operatorname{Ric}(g) \tag{15}
\end{equation*}
$$

where $m(\mu)$ is the moment map and $\operatorname{Ric}(g)$ is the Ricci operator of $(N, g)$.
We now prove that condition (14) must actually hold for any nilsoliton on a nonsingular algebra.
Theorem 2.16. Let $\mu$ be a nonsingular algebra of type $(n, m)$ and set $\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}$. Then the following conditions are equivalent:
(i) $\mathfrak{n}$ admits an inner product for which condition (14) holds.
(ii) The Lie algebra $(\mathfrak{n}, \mu)$ admits a nilsoliton inner product (or equivalently, $\mu \in \mathcal{C}\left(F_{m}\right)$ for some $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}$ ).
(iii) The $\mathrm{SL}_{m} \times \mathrm{SL}_{n}$-orbit of $\mu$ is closed in $V_{n, m}$.

Remark 2.17. This theorem also follows by using [N06, Lemma 5] and [N11, Theorem 2].
Remark 2.18. The equivalence between parts (i) and (iii) has been observed above and does not need the hypothesis of nonsingularity to hold (cf. [L03, Proposition 9.1] or [E08, Proposition 7.4]). The fact that part (i) implies (ii) has also been mentioned. It is worthwhile pointing out that these conditions were proved in [008, Proposition 7.9], and independently in [N11, to hold on an open and dense subset of $V_{n, m}$ if $(m, n) \neq(2 k-1,2)$ for any $k \in \mathbb{N}$.
Proof. It only remains to prove that part (ii) implies part (i). It follows from Lemma 2.11 that the nonsingularity of $\mu$ implies that

$$
\begin{equation*}
0 \notin \overline{\mathrm{SL}_{m} \times \mathrm{SL}_{n} \cdot \mu}, \tag{16}
\end{equation*}
$$

the closure of the orbit relative to the vector space topology. Indeed, if $\mu_{k}:=\left(\psi_{k}, \varphi_{k}\right) \cdot \mu \rightarrow 0$, as $k \rightarrow \infty$, with $\left(\psi_{k}, \varphi_{k}\right) \in \mathrm{SL}_{m} \times \mathrm{SL}_{n}$, then their Pfaffian forms $f_{\mu_{k}} \rightarrow 0$, which are given by $f_{\mu_{k}}=f_{\mu} \circ \varphi_{k}^{t} \in \mathrm{SL}_{n} \cdot f_{\mu}$ for all $k$, and so this contradicts Lemma 2.11] since $f_{\mu}$ is positive.

If we use the nilsoliton inner product on $\mathfrak{n}$ (with $\mathfrak{n}_{1} \perp \mathfrak{n}_{2}$ ) to define the moment map $m$, then $\mu \in \mathcal{C}\left(F_{m}\right)$ by [L01, Theorem 4.2]. In what follows, we will use the notation in [L10, pp. 1869-1870]. For

$$
\beta=\left[\begin{array}{cc}
-\frac{2}{m} I_{m} & \\
& \frac{1}{n} I_{n}
\end{array}\right] \in \mathfrak{g l}_{m+n},
$$

it is straightforward to check by using (12) that $\pi(\beta) \mu=\|\beta\|^{2} \mu$, which implies that $\mu \in Z_{\beta}$ (see the first paragraph after the definition of $Z_{\beta}$ in [10, pp.1869]). Since $\beta \perp D$, where

$$
\beta+\|\beta\|^{2} I=\left(2 m+\frac{1}{n}\right) D \in \operatorname{Der}(\mu), \quad D:=\left[\begin{array}{ll}
I_{m} & 2 I_{n}
\end{array}\right],
$$

one obtains that $\mathfrak{h}_{\beta}=\mathfrak{s l}_{m} \oplus \mathfrak{s l}_{n} \oplus \mathbb{R} D$, and so $H_{\beta} \cdot \mu=\mathrm{SL}_{m} \times \mathrm{SL}_{n} \cdot \mu$. It now follows from (16) and [L10, Proposition 2.14,(i)] that $\mu$ belongs to the stratum $\mathcal{S}_{\beta}$.

Finally, by using [LW11, Theorem 2.3] and [LW11, Proposition 3.4,(ii)], we get from $\mu \in \mathcal{C}\left(F_{m}\right)$ that $m(\mu)$ is conjugate to $\beta$. It follows from (15) that the Ricci operator $\operatorname{Ric}(g)$ has exactly two nonzero eigenvalues of opposite signs. By using the formula for $\operatorname{Ric}(g)$ given in E94, Proposition 2.5], we obtain that condition (144) holds for the pair $(\varphi \cdot \mu,\langle\cdot, \cdot\rangle)$ for some $\varphi \in \mathrm{O}(m) \times \mathrm{O}(n)$, and hence it does so for $(\mu,\langle\cdot, \cdot\rangle)$, from which part (i) follows.

By fixing an inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}$ as in previous sections, we deduce the following from Theorem 2.16,

Corollary 2.19. If $\mu$ is nonsingular, then the following conditions are equivalent:
(i) The nilmanifold $(N, g)$ attached to $(\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle)$ is a nilsoliton.
(ii) Condition (14) holds for $(\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle)$.
(iii) The Ricci operator $\operatorname{Ric}(g)$ has exactly two different eigenvalues.

Example 2.20. H-type Lie groups are all nonsingular nilsolitons. On the other hand, it is easy to check that the 2-step algebra of type $(3,8)$ given in Example 2.5 is a nonsingular nilsoliton which is not $H$-type.

In order to get explicit continuous families of nonsingular algebras of type ( $n, m$ ) admitting a nilsoliton metric, we may consider those $\mu \in V_{n, m}$ such that each entry of $J_{\mu}\left(x_{1} Z_{1}+\cdots+x_{n} Z_{n}\right)$ is a scalar multiple of some $x_{i}$ and there is not any repetition of the $x_{i}$ 's appearing in any given row (or column). This is equivalent to say that $\left\{X_{1}, \ldots, X_{m}, Z_{1}, \ldots, Z_{n}\right\}$ is a nice basis for the algebra $\mu$ (see e.g. [LW11, Lemma 3.9] or [N11, Definition 3]). In the presence of a nice basis, Y. Nikolayevsky has proved a very useful criterion for the existence of a nilsoliton; namely, when a certain symmetric $q \times q$ matrix $U$ which only depends on the set of indices $(i, j, k)$ with $\mu_{i j}^{k} \neq 0$, has a positive solution $v \in \mathbb{R}^{q}$ to the equation $U v=[1]$, where $[1] \in \mathbb{R}^{q}$ denotes the vector with all its entries 1 (see [N11, Theorem 3]). This approach will be used in Section 4 ,

If in addition to the nice basis condition we ask for each row (or column) of $J_{\mu}\left(x_{1} Z_{1}+\right.$ $\cdots+x_{n} Z_{n}$ ) to have the same number of nonzero entries, then the metric algebra is called uniform (see [D79, Wo91]). In this case, it is easy to see that the matrix $U$ from Nikolayevky's criterion has all 3's as diagonal entries (as always) and only 1's out of the diagonal with an identical number of 1's on each row (or column). It follows that there exists a positive $v \in \mathbb{R}^{q}$ to $U v=[1]$ (just take $v_{1}=\cdots=v_{q}=a$ for the right $a$ ), and thus $\mu$ admits a nilsoliton inner product. It is important to note that one obtains this independently of the precise value of the structure constants $\mu_{i j}^{k}$ of the algebra $\mu$, as the uniformity condition is only in terms of the set of structure constants which are nonzero.

Let us summarize the above discussion in a lemma for future reference.
Lemma 2.21. D79, Wo91] Any uniform $\mu \in V_{n, m}$ admits a nilsoliton inner product.
In particular, according to Theorem 2.16, any uniform nonsingular algebra admits an inner product for which condition (14) holds.

## 3. Nonsingular algebras of type $(2, m)$

The set of isomorphism classes in $V_{2, m}$, that is, when $\operatorname{dim} \mathfrak{n}_{2}=2$, can be nicely parameterized by using pencil invariants. We refer to [G73, LT99] and references therein for more detailed treatments and proofs.

To each set

$$
\mathcal{S}=\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right), \epsilon_{1}, \ldots, \epsilon_{s}\right\}, \quad \alpha_{i} \in \mathbb{C} \cup\{\infty\}, \quad k_{i}, \epsilon_{i} \in \mathbb{N},
$$

we associate the element $\mu_{\mathcal{S}} \in V_{2, m}$ of type ( $2, m$ ) such that the matrix of $J_{\mu_{\mathcal{S}}}\left(x Z_{1}+y Z_{2}\right)$ with respect to the fixed basis $\left\{X_{1}, \ldots, X_{m}\right\}$ is made of blocks attached to each of the elements of $\mathcal{S}$, which are defined according to the following rules:
(17)


The upper right block in the first two matrices above is $k \times k$, in the third one is $2 k \times 2 k$ and in the last matrix has $\epsilon+1$ rows and $\epsilon$ columns (the size of the whole matrix is indicated on the right of each matrix). Notice that

$$
m=\sum_{\alpha_{i} \in \mathbb{R} \cup\{\infty\}} 2 k_{i}+\sum_{\alpha_{i} \in \mathbb{C} \backslash \mathbb{R}} 4 k_{i}+\sum_{i=1}^{s}\left(2 \epsilon_{i}+1\right) .
$$

Every $\mu \in V_{2, m}$ of type $(2, m)$ (i.e. $\mu\left(\mathfrak{n}_{1}, \mathfrak{n}_{1}\right)=\mathfrak{n}_{2}$ ) is isomorphic to a $\mu_{\mathcal{S}}$ for at least one of such sets $\mathcal{S}$, and two $\mu_{\mathcal{S}}, \mu_{\mathcal{S}^{\prime}}$ are isomorphic if and only if $s=s^{\prime},\left\{\epsilon_{1}, \ldots, \epsilon_{s}\right\}=$
$\left\{\epsilon_{1}^{\prime}, \ldots, \epsilon_{s}^{\prime}\right\}$ (counting multiplicities), $r=r^{\prime}$, and there exists a real Möbius transformation $T: \mathbb{C} \cup\{\infty\} \longrightarrow \mathbb{C} \cup\{\infty\}$,

$$
T z:=\frac{a z+b}{c z+d}, \quad\left[\begin{array}{ll}
a & b  \tag{18}\\
c & d
\end{array}\right] \in \mathrm{GL}_{2}(\mathbb{R}),
$$

such that $\left\{\left(\alpha_{1}^{\prime}, k_{1}^{\prime}\right), \ldots,\left(\alpha_{r}^{\prime}, k_{r}^{\prime}\right)\right\}=\left\{\left(T \alpha_{1}, k_{1}\right), \ldots,\left(T \alpha_{r}, k_{r}\right)\right\}$ (counting multiplicities).
It is straightforward to see that the Pfaffian form of $\mu_{\mathcal{S}}$ is given by

$$
\begin{equation*}
f_{\mu_{\mathcal{S}}}(x, y)=x^{\left(\sum_{\alpha_{i}=\infty} k_{i}\right)} \cdot \prod_{\alpha_{i} \in \mathbb{R}}\left(y-\alpha_{i} x\right)^{k_{i}} \cdot \prod_{\alpha_{i} \in \mathbb{C} \backslash \mathbb{R}}\left(y-\alpha_{i} x\right)^{k_{i}}\left(y-\overline{\alpha_{i}} x\right)^{k_{i}}, \tag{19}
\end{equation*}
$$

from which we deduce that $\mu_{\mathcal{S}}$ is nonsingular if and only if

$$
\mathcal{S}=\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right)\right\}, \quad \text { with } \quad \alpha_{1}, \ldots, \alpha_{r} \in \mathbb{C} \backslash \mathbb{R} .
$$

In that case, if $\alpha_{i}=a_{i}+\mathrm{i} b_{i}$ then

$$
f_{\mu_{\mathcal{S}}}(x, y)=\prod_{i}\left(\left(y-a_{i} x\right)^{2}+b_{i}^{2} x^{2}\right)^{k_{i}} .
$$

Example 3.1. If $\mathcal{S}=\{(\mathrm{i}, 1),(\mathrm{i}, 1)\}$ and $\mathcal{S}^{\prime}=\{(\mathrm{i}, 2)\}$ then $\mu_{\mathcal{S}}, \mu_{\mathcal{S}^{\prime}} \in V_{2,8}$ are two nonisomorphic nonsingular algebras with identical Pfaffian form given by $\left(x^{2}+y^{2}\right)^{2}$. By adding the family $\mu_{\mathcal{S}_{t}}, \mathcal{S}_{t}=\{(\mathrm{i}, 1),(t \mathrm{i}, 1)\}, t>1$, of pairwise non-isomorphic algebras with Pfaffian forms $f_{\mu_{\mathcal{S}_{t}}}=\left(x^{2}+y^{2}\right)\left(t^{2} x^{2}+y^{2}\right)$, one obtains the classification of all nonsingular algebras of type $(2,8)$ (cf. [LT99, Corollary 4.9,(ii)]). The non-isomorphism within the family follows by using the fact that the hyperbolic distance between i and $t$ i strictly increases with $t$, or alternatively, from the non-equivalence between their Pfaffian forms.
Y. Nikolayevsky has obtained a complete classification of all algebras of type ( $2, m$ ) admitting a nilsoliton inner product.
Theorem 3.2. N08 Let $\mu_{\mathcal{S}}$ be a 2-step algebra of type (2,m), where

$$
\begin{gathered}
\mathcal{S}=\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right),\left(a_{1}, j_{1}\right), \ldots,\left(a_{u}, j_{u}\right), \epsilon_{1}, \ldots, \epsilon_{s}\right\}, \\
\alpha_{i} \in \mathbb{C} \backslash \mathbb{R}, \quad a_{i} \in \mathbb{R} \cup\{\infty\}, \quad \epsilon_{i}, k_{i}, j_{i} \in \mathbb{N},
\end{gathered}
$$

and assume that either $r>0$ or $u \geq 3$. Then $\mu_{\mathcal{S}}$ admits a nilsoliton inner product if and only if

- $k_{1}=\cdots=k_{r}=1$ and $j_{1}=\cdots=j_{u}=1$, and
- $\left|\left\{i: a_{i}=a\right\}\right|<r+\frac{1}{2} u$, for any $a \in \mathbb{R} \cup\{\infty\}$.

We have only stated a part of the classification theorem [N08, Theorem 1], called the generic case, as the remaining parts are hard to describe and are not needed in the nonsingular case.

Corollary 3.3. A nonsingular $\mu_{\mathcal{S}}, \mathcal{S}=\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right)\right\}$, admits a nilsoliton inner product if and only if $k_{1}=\cdots=k_{r}=1$.

We use the next two results to provide an alternative, much shorter proof of this corollary as an application of Theorem [2.16, According to such theorem, the problem of which nonsingular algebras of type $(2, m)$ admit a nilsoliton inner product can be solved by determining which $\mathrm{SL}_{m} \times \mathrm{SL}_{2}$-orbits are closed.
Lemma 3.4. If $\mathcal{S}=\{(\alpha, k)\}$ and $\mathcal{S}^{\prime}=\{(\alpha, 1), \ldots,(\alpha, 1)\}$ ( $k$ times), $\alpha \in \mathbb{C} \backslash \mathbb{R}$, then

$$
\mu_{\mathcal{S}^{\prime}} \in \overline{\mathrm{SL}_{4 k} \times\left\{I_{2}\right\} \cdot \mu_{\mathcal{S}}},
$$

where $I_{2}$ denotes the $2 \times 2$ identity matrix.

Proof. Recall that the matrix $J_{\mu_{\mathcal{S}}}\left(x Z_{1}+y Z_{2}\right)$ defining $\mu_{\mathcal{S}}$ is made of a single $4 k \times 4 k$ block as in (17) for $\alpha=a+\mathrm{i} b$. If we consider $\mu_{t}:=\varphi_{t} \cdot \mu_{\mathcal{S}}$, where

$$
\varphi_{t}:=\operatorname{Diag}\left(e^{t}, e^{t}, e^{-t}, e^{-t}, \ldots, e^{t}, e^{t}, e^{-t}, e^{-t}, 1,1\right) \in \operatorname{SL}_{4 k} \times\left\{I_{2}\right\}
$$

then it is easy to check that the upper right block of $J_{\mu_{t}}\left(x Z_{1}+y Z_{2}\right)$ is given for all $t$ by

This implies that $\mu_{t} \rightarrow \mu_{\mathcal{S}^{\prime}}$, as $t \rightarrow \infty$, since in the limit we get a number of $k 4 \times 4$ blocks of the form (17), up to permutation. We therefore obtain that $\mu_{\mathcal{S}^{\prime}} \in \overline{\mathrm{SL}_{4 k} \times\left\{I_{2}\right\} \cdot \mu_{\mathcal{S}}}$, as was to be shown.

The above proof can be easily modified in order to get the following more general result.
Corollary 3.5. $\mu_{\mathcal{S}^{\prime}} \in \overline{\mathrm{SL}_{4 k} \times\left\{I_{2}\right\} \cdot \mu_{\mathcal{S}}}$ for any $\mathcal{S}=\left\{\left(\alpha_{1}, k_{1}\right), \ldots,\left(\alpha_{r}, k_{r}\right)\right\}, \alpha_{i} \in \mathbb{C} \backslash \mathbb{R}$, and $\mathcal{S}^{\prime}=\left\{\left(\alpha_{1}, j_{11}\right), \ldots,\left(\alpha_{1}, j_{1 s_{1}}\right), \ldots,\left(\alpha_{r}, j_{r 1}\right), \ldots,\left(\alpha_{r}, j_{r s_{r}}\right)\right\}$ such that

$$
\sum_{i=1}^{s_{1}} j_{1 i}=k_{1}, \quad \ldots \quad, \sum_{i=1}^{s_{r}} j_{r i}=k_{r}
$$

Proof of Corollary 3.3. If $k_{i} \geq 2$ for some $i$, then it follows from Corollary 3.5 that the orbit $\mathrm{SL}_{m} \times \mathrm{SL}_{2} \cdot \mu_{\mathcal{S}}$ is not closed, and thus $\mu_{\mathcal{S}}$ does not admit a nilsoliton inner product by Theorem 2.16.

Conversely, let $\mu_{\mathcal{S}} \in V_{2,4 r}$ be a nonsingular algebra with $\mathcal{S}=\left\{\left(\alpha_{1}, 1\right), \ldots,\left(\alpha_{r}, 1\right)\right\}, \alpha_{i} \in$ $\mathbb{C} \backslash \mathbb{R}$. According to Theorem 2.16] it is enough to show that the orbit $\mathrm{SL}_{4 r} \times \mathrm{SL}_{2} \cdot \mu_{\mathcal{S}}$ is closed in $V_{2,4 r}$. Assume that $\mu_{k}:=\left(\psi_{k}, \varphi_{k}\right) \cdot \mu_{\mathcal{S}} \rightarrow \lambda \in V_{2,4 r}$, as $k \rightarrow \infty$, with $\left(\psi_{k}, \varphi_{k}\right) \in \mathrm{SL}_{4 r} \times \mathrm{SL}_{2}$. Thus their Pfaffian forms $f_{\mu_{k}} \rightarrow f_{\lambda}$ and are given by $f_{\mu_{k}}=f_{\mu_{\mathcal{S}}} \circ \varphi_{k}^{t} \in \mathrm{SL}_{2} \cdot f_{\mu_{\mathcal{S}}}$ for all $k$, from which it follows that $f_{\lambda} \in \mathrm{SL}_{2} \cdot f_{\mu_{\mathcal{S}}}$ since the $\mathrm{SL}_{2}$-orbit of any positive binary form is closed (see the discussion following Example 2.9).

In particular, $\lambda$ is also nonsingular. Moreover, it follows from (19) and the equivalence between $f_{\lambda}$ and $f_{\mu_{\mathcal{S}}}=\prod_{i=1}^{r}\left(y-\alpha_{i} x\right)\left(y-\overline{\alpha_{i}} x\right)$ that $\lambda$ must be isomorphic to an algebra $\mu_{\mathcal{S}^{\prime}}$ for some set $\mathcal{S}^{\prime}$ of the form

$$
\mathcal{S}^{\prime}=\left\{\left(\beta_{1}, k_{1}\right), \ldots,\left(\beta_{s}, k_{s}\right)\right\},
$$

such that for any fixed $j=1, \ldots, r$,

$$
\sum_{\beta_{i}=\alpha_{j}} k_{i}=\left|\left\{\alpha_{i}: \alpha_{i}=\alpha_{j}\right\}\right| .
$$

It is easy to see by using Corollary 3.5 that $\mu_{\mathcal{S}} \in \overline{\mathrm{SL}_{4 r} \times \mathrm{SL}_{2} \cdot \lambda}$, and since $\lambda \in \overline{\mathrm{SL}_{4 r} \times \mathrm{SL}_{2} \cdot \mu_{\mathcal{S}}}$, we obtain that $\lambda \in \mathrm{SL}_{4 r} \times \mathrm{SL}_{2} \cdot \mu_{\mathcal{S}}$. This implies that $\mathrm{SL}_{4 r} \times \mathrm{SL}_{2} \cdot \mu_{\mathcal{S}}$ is indeed closed, as was to be shown.

The next result follows from Corollaries 3.5 and 3.3.
Proposition 3.6. For any given positive binary form $f \in P_{2, d}$, there exists a unique nonsingular algebra $\mu \in V_{2,2 d}$ (up to isomorphism) with Pfaffian form $f_{\mu}=f$ admitting a nilsoliton inner product.

We will see in the next section that this is no longer true for ternary quartics.
We now use Theorem 3.2 to get explicit continuous families of pairwise non-isomorphic 2-step nilpotent Lie algebras of type $(2, m)$ which do not admit nilsoliton metrics. Our examples cover any dimension $\geq 14$ and dimension 12 . Families of this kind have been exhibited by M. Jablonski in J11 for any dimension $\geq 24$, and in the 3 -step nilpotent case in any dimension $\geq 8$ by T. Payne in [P11] (see also O12a]).

Proposition 3.7. For any $r \geq 1$, each of the following sets $\mathcal{S}_{t}, t>1$, provides a oneparameter family $\mu_{\mathcal{S}_{t}}$ of pairwise non-isomorphic indecomposable 2-step algebras of type $(2, m)$ which do not admit any nilsoliton metric:

- $m=8+2 r, \mathcal{S}_{t}=\{(\mathrm{i} t, 1),(0,2), \overbrace{(1,1), \ldots,(1,1)}^{r}\}$.
- $m=11+2 r, \mathcal{S}_{t}=\{(\mathrm{i} t, 1),(0,2), \overbrace{(1,1), \ldots,(1,1)}^{r}, 1\}$.
- $m=8+4 r, \mathcal{S}_{t}=\{(\mathrm{i} t, 2), \overbrace{(\mathrm{i}, 1), \ldots,(\mathrm{i}, 1)}^{r}\}$.
- $m=8+4 r+5, \mathcal{S}_{t}=\{(\mathrm{i} t, 2), \overbrace{(\mathrm{i}, 1), \ldots,(\mathrm{i}, 1)},(0,1), 1\}$.
- $m=8+4 r+2, \mathcal{S}_{t}=\{(\mathrm{i} t, 2), \overbrace{(\mathrm{i}, 1), \ldots,(\mathrm{i}, 1)}^{r},(0,1)\}$.
- $m=8+4 r+3, \mathcal{S}_{t}=\{(\mathrm{i} t, 2), \overbrace{(\mathrm{i}, 1), \ldots,(\mathrm{i}, 1)}, 1\}$.

Proof. In all cases, the non-existence of a nilsoliton follows at once by applying Theorem 3.2 .

We illustrate how one proves pairwise non-isomorphisms for these cases. Suppose that two algebras $\mu_{\mathcal{S}_{t}}, \mu_{\mathcal{S}_{u}}$ in the first item are isomorphic. Thus there exists a Möbius transformation $T$ as in (18) such that $T\{0,1, t \mathbf{i}\}=\{0,1, u \mathbf{i}\}$. If $T 0=0$ and $T 1=1$, then $b=0$, $a=c+d$ and $a, d \neq 0$, from which it easily follows that $T \mathbf{i} t=\mathbf{i} u$ if and only if $t=u$. If $T 0=1$ and $T 1=0$ then one can obtain $t=u$ analogously.

In all the remaining cases, the pairwise non-isomorphism can be easily deduced in much the same way from elementary properties of Möbius transformations.

By arguing exactly as above, one can also easily obtain $k$-parameter families of pairwise non-isomorphic indecomposable 2-step algebras of type ( $2, m$ ) which do not admit any nilsoliton metric for any $k \geq 1$, even in the nonsingular case. For example, take $\mu_{\mathcal{S}_{t_{1}}, \ldots, t_{k}}$ for

$$
\mathcal{S}_{t_{1}, \ldots, t_{k}}=\left\{(\mathrm{i}, 2),\left(\mathrm{i} t_{1}, 1\right), \ldots,\left(\mathrm{i} t_{k}, 1\right)\right\}, \quad 1 \leq t_{1} \leq \cdots \leq t_{k},
$$

in which case $m=8+4 k$.

## 4. Nonsingular algebras of type $(3,8)$

In view of the results obtained in Section 3, we have by now a quite clear picture of the nonsingular algebras of type $(2, m)$, including those admitting a nilsoliton metric. Also, it is well known that there is only one nonsingular algebra of type $(3,4)$ (namely, the quaternionic $H$-type algebra $\mathfrak{n}=\mathbb{H} \oplus \operatorname{Im} \mathbb{H}$ ). The next type to study in degree of difficulty is therefore $(3,8)$, which is the aim of this section.

A first problem we have to face in type $(3,8)$ is that the Pfaffian forms are ternary quartics, a very subtle topic from many points of view. The classification of ternary quartics up to equivalence is an open classical problem in invariant theory, even the ring
of invariants $\mathbb{C}\left[P_{3,4}\right]^{\mathrm{SL}_{3}(\mathbb{C})}$ is not yet completely understood. Over the real numbers, it may be inferred that an explicit classification for positive ternary quartics is hopeless. According to a result in O12c, there is at least one nonsingular $\mu \in V_{3,8}^{+}$with Pfaffian form a given $f \in P_{3,4}^{+}$, so that in some sense, a classification of nonsingular algebras of type $(3,8)$ can also be considered out of reach. One may get an astounding indication of this by looking at the following existence result due to J. Heber (see [H98, Theorem 6.19]): there exists a 12 -parameter continuous family of pairwise non-isomorphic 2-step algebras of type $(3,8)$ around the $H$-type one, which are all nonsingular in a neighborhood by continuity. Moreover, they all admit a nilsoliton metric.
4.1. Existence of nilsolitons. The following three propositions provide explicit examples of continuous families of nonsingular algebras admitting a nilsoliton inner product with different types of Pfaffian forms. The existence of a nilsoliton follows in all cases from Lemma 2.21, as they are all uniform algebras. The computation of the Pfaffian forms is straightforward, and in Propositions 4.2 and 4.3, the fact that the algebras in the families are pairwise non-isomorphic follows from Examples 2.14 and 2.7, respectively.
Proposition 4.1. Let $\mu_{t_{1}, t_{2}, t_{3}} \in V_{3,8}$ be the Lie algebra defined by

$$
J_{\mu}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & x & 0 & y & 0 & z & 0 \\
0 & 0 & 0 & t_{1} x & 0 & t_{2} y & 0 & t_{3} z \\
-x & 0 & 0 & 0 & z & 0 & -y & 0 \\
0 & -t_{1} x & 0 & 0 & 0 & z & 0 & -y \\
-y & 0 & -z & 0 & 0 & 0 & x & 0 \\
0 & -t_{2} y & 0 & -z & 0 & 0 & 0 & x \\
-z & 0 & y & 0 & -x & 0 & 0 & 0 \\
0 & -t_{3} z & 0 & y & 0 & -x & 0 & 0
\end{array}\right] .
$$

Then $\mu_{t_{1}, t_{2}, t_{3}}$ with

$$
t_{1}^{2}+t_{2}^{2}+t_{3}^{2}=1, \quad 0<t_{3} \leq t_{2} \leq t_{1}
$$

is a 2-parameter family of pairwise non-isomorphic nonsingular algebras admitting nilsolitons with Pfaffian forms given by

$$
f_{\mu_{t_{1}, t_{2}, t_{3}}}(x, y, z)=\left(x^{2}+y^{2}+z^{2}\right)\left(t_{1} x^{2}+t_{2} y^{2}+t_{3} z^{2}\right) .
$$

Proof. It only remains to prove that they are pairwise non-isomorphic, which we shall do via their Pfaffian forms. We use the fact that a projective equivalence map between $f_{\mu_{t_{1}, t_{2}, t_{3}}}$ and $f_{\mu_{s_{1}, s_{2}, s_{3}}}$ must either preserve or interchange their irreducible factors and that the isotropy subgroup of $x^{2}+y^{2}+z^{2}$ is $\mathrm{O}(3)$. It is therefore easy to prove that for $t_{i}, s_{i}>0$, $i=1,2,3$, we have that $f_{\mu_{1}, t_{2}, t_{3}} \simeq f_{\mu_{s_{1}, s_{2}, s_{3}}}$ if and only if there exist $c>0$ and a permutation $\sigma \in \mathrm{S}_{3}$ such that either $t_{i}=c s_{\sigma(i)}$ or $t_{i}=\frac{c}{s_{\sigma(i)}}$ for all $i=1,2,3$, which is impossible for two different triples satisfying the conditions required by the proposition.

The algebra $\mu_{t_{1}, t_{2}, t_{3}}$ is isomorphic to the $H$-type algebra $\mathfrak{n}=\mathbb{H} \oplus \mathbb{H} \oplus \operatorname{Im} \mathbb{H}$ if and only if $t_{1}=t_{2}=t_{3}=1 / \sqrt{3}$.

Proposition 4.2. Let $\mu_{t} \in V_{3,8}$ be defined by

$$
J_{\mu}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & a x & 0 & 0 & y & 0 & z \\
0 & 0 & 0 & b x & y & 0 & -z & 0 \\
-a x & 0 & 0 & 0 & 0 & z & y & 0 \\
0 & -b x & 0 & 0 & z & 0 & 0 & y \\
0 & -y & 0 & -z & 0 & 0 & 0 & x \\
-y & 0 & -z & 0 & 0 & 0 & x & 0 \\
0 & z & -y & 0 & 0 & -x & 0 & 0 \\
-z & 0 & 0 & -y & -x & 0 & 0 & 0
\end{array}\right]
$$

where $a=\frac{-t-\sqrt{t^{2}-4}}{2}, b=\frac{-t+\sqrt{t^{2}-4}}{2}$. Then $\mu_{t}$ with $t \geq 2$ is a 1 -parameter family of pairwise non-isomorphic nonsingular algebras admitting nilsolitons with Pfaffian forms given by

$$
f_{\mu_{t}}(x, y, z)=x^{4}+y^{4}+z^{4}+t x^{2} y^{2} .
$$

Proposition 4.3. Let $\mu_{t} \in V_{3,8}$ be defined by

$$
J_{\mu}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & -t^{2} x & 0 & y & 0 & 0 & \alpha_{t} z \\
0 & 0 & 0 & -t^{2} x & 0 & y & z & 0 \\
t^{2} x & 0 & 0 & 0 & 0 & -z & y & 0 \\
0 & t^{2} x & 0 & 0 & -\frac{z}{\alpha_{t}} & 0 & 0 & y \\
-y & 0 & 0 & \frac{z}{\alpha_{t}} & 0 & 0 & x & 0 \\
0 & -y & z & 0 & 0 & 0 & 0 & x \\
0 & -z & -y & 0 & -x & 0 & 0 & 0 \\
-\alpha_{t} z & 0 & 0 & -y & 0 & -x & 0 & 0
\end{array}\right]
$$

where $\alpha_{t}:=\frac{2 t^{2}}{2 t^{2}+1-\sqrt{4 t^{2}+1}}$. Then $\mu_{t}$ with $t>1$ is a 1 -parameter family of pairwise nonisomorphic nonsingular algebras admitting nilsolitons with Pfaffian forms given by

$$
f_{\mu_{t}}(x, y, z)=\left(x^{2}+y^{2}+z^{2}\right)^{2}+t x^{2} z^{2} .
$$

We note that the families given in the above three propositions are pairwise different, which easily follows from the non-equivalence between their Pfaffian forms.
4.2. Non-existence of nilsolitons. The following two propositions provide explicit examples of continuous families of nonsingular algebras of type $(3,8)$ which do not admit a nilsoliton inner product. The algebras in these families are pairwise non-isomorphic since their Pfaffian forms are pairwise non-equivalent, as we have seen in the proof of Proposition 4.1.

Proposition 4.4. Let $\mu_{t} \in V_{3,8}$ be defined by

$$
J_{\mu_{t}}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & -x & -y & 0 & 0 & 0 & -z \\
0 & 0 & y t & -x & 0 & 0 & -z & 0 \\
x & -y t & 0 & -x & 0 & -z & 0 & 0 \\
y & x & x & 0 & -z & 0 & 0 & 0 \\
0 & 0 & 0 & z & 0 & 0 & -x & -y \\
0 & 0 & z & 0 & 0 & 0 & y & -x \\
0 & z & 0 & 0 & x & -y & 0 & -x \\
z & 0 & 0 & 0 & y & x & x & 0
\end{array}\right] .
$$

Then $\mu_{t}$ with $t>1$ is a 1-parameter family of pairwise non-isomorphic nonsingular algebras with Pfaffian forms given by

$$
f_{\mu_{t}}(x, y, z)=\left(x^{2}+y^{2}+z^{2}\right)\left(x^{2}+t y^{2}+z^{2}\right),
$$

which do not admit a nilsoliton inner-product.
Proof. If we consider $\lambda_{s}:=\varphi_{s} \cdot \mu_{t}$, where

$$
\varphi_{s}:=\operatorname{Diag}\left(e^{s}, e^{s}, e^{-s}, e^{-s}, e^{s}, e^{s}, e^{-s}, e^{-s}, 1,1,1\right) \in \mathrm{SL}_{8} \times \mathrm{SL}_{3},
$$

then it is easy to prove that $\lambda_{s} \rightarrow \tilde{\mu}_{t}$, as $s \rightarrow \infty$, where $\tilde{\mu}_{t} \in V_{3,8}$ is defined by

$$
J_{\tilde{\mu}_{t}}\left(x Z_{1}+y Z_{2}+x Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & -x & -y & 0 & 0 & 0 & -z \\
0 & 0 & y t & -x & 0 & 0 & -z & 0 \\
x & -y t & 0 & 0 & 0 & -z & 0 & 0 \\
y & x & 0 & 0 & -z & 0 & 0 & 0 \\
0 & 0 & 0 & z & 0 & 0 & -x & -y \\
0 & 0 & z & 0 & 0 & 0 & y & -x \\
0 & z & 0 & 0 & x & -y & 0 & 0 \\
z & 0 & 0 & 0 & y & x & 0 & 0
\end{array}\right]
$$

for all $t$. This implies that $\tilde{\mu}_{t} \in \overline{\mathrm{SL}_{8} \times \mathrm{SL}_{3} \cdot \mu_{t}}$, and since $\operatorname{dim} \operatorname{Der}\left(\mu_{t}\right)=26$ and $\operatorname{dim} \operatorname{Der}\left(\tilde{\mu}_{t}\right)=$ 29 (which can be easily computed by using Maple) we have that $\mu_{t}$ is not isomorphic to $\tilde{\mu}_{t}$. It follows that $\mathrm{SL}_{8} \times \mathrm{SL}_{3} \cdot \mu_{t}$ is not closed and thus $\mu_{t}$ does not admit a nilsoliton by Theorem 2.16.

Proposition 4.5. Let $\lambda_{t} \in V_{3,8}$ be defined by

$$
J_{\lambda_{t}}\left(x Z_{1}+y Z_{2}+z Z_{3}\right)=\left[\begin{array}{cccccccc}
0 & 0 & -x & -y & 0 & 0 & 0 & -z \\
0 & 0 & y t & -x & 0 & 0 & -z & 0 \\
x & -y t & 0 & -y & 0 & -z & -y & -y \\
y & x & y & 0 & -z & 0 & -y & -y \\
0 & 0 & 0 & z & 0 & 0 & -x & -y \\
0 & 0 & z & 0 & 0 & 0 & y & -x \\
0 & z & y & y & x & -y & 0 & -y \\
z & 0 & y & y & y & x & y & 0
\end{array}\right]
$$

Then $\lambda_{t}$ with $t>1$ is a 1-parameter family of pairwise non-isomorphic nonsingular algebras with Pfaffian forms given by

$$
f_{\lambda_{t}}(x, y, z)=\left(x^{2}+y^{2}+z^{2}\right)\left(x^{2}+t y^{2}+z^{2}\right),
$$

which do not admit a nilsoliton inner-product.
The proof follows in much the same way as the proof of Proposition 4.4, even with the same $\varphi_{s}$ and $\tilde{\mu}_{t}$, and we now use that $\operatorname{dim} \operatorname{Der}\left(\lambda_{t}\right)=27$ for all $t$. This also shows that the families in the above two propositions are different.

## 5. Automorphisms of nonsingular algebras

We study in this section automorphisms and derivations of 2-step algebras which are nonsingular. Our main contribution here is to provide examples other than $H$-type algebras with certain maximality properties concerning the space of derivations.

The Lie algebra of derivations of a 2-step algebra $\mu \in V_{n, m}$ of type ( $n, m$ ) decomposes as

$$
\operatorname{Der}(\mu)=\mathbb{R}\left[\begin{array}{cc}
I_{m} & 0  \tag{20}\\
0 & 2 I_{n}
\end{array}\right] \oplus\left[\begin{array}{cc}
0 & 0 \\
* & 0
\end{array}\right] \oplus \operatorname{Der}_{g r}(\mu)
$$

where $\operatorname{Der}_{g r}(\mu)$ is the subalgebra of graded derivations given by

$$
\operatorname{Der}_{g r}(\mu):=\left\{\left[\begin{array}{ll}
B & 0 \\
0 & A
\end{array}\right]: B \in \mathfrak{s l}_{m}, A \in \mathfrak{g l}_{n}, B^{t} J_{\mu}(Z)+J_{\mu}(Z) B=J_{\mu}\left(A^{t} Z\right), \forall Z \in \mathfrak{n}_{2}\right\} .
$$

Indeed, any linear map taking $\mathfrak{n}_{1}$ to $\mathfrak{n}_{2}$ and vanishing on $\mathfrak{n}_{2}$ is a derivation and any derivation preserving the decomposition $\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}$ can be written as

$$
\left[\begin{array}{ll}
B & 0 \\
0 & A
\end{array}\right]=\left[\begin{array}{cc}
\operatorname{tr} B / m I_{m} & 0 \\
0 & 2 \operatorname{tr} B / m I_{n}
\end{array}\right]+\left[\begin{array}{cc}
B-\operatorname{tr} B / m I_{m} & 0 \\
0 & A-2 \operatorname{tr} B / m I_{n}
\end{array}\right] .
$$

This is the Lie algebra of the Lie subgroup of $\operatorname{Aut}(\mu)$ given by

$$
\operatorname{Aut}_{g r}(\mu):=\left\{\left[\begin{array}{cc}
\psi & 0 \\
0 & \varphi
\end{array}\right]: \psi \in \mathrm{SL}_{m}, \varphi \in \mathrm{GL}_{n}, \psi^{t} J_{\mu}(Z) \psi=J_{\mu}\left(\varphi^{t} Z\right), \forall Z \in \mathfrak{n}_{2}\right\} .
$$

It follows that $f_{\mu}\left(\varphi^{t} Z\right)=f_{\mu}(Z)$ for all $Z$, that is, $\varphi^{t}$ is in the automorphism group $\operatorname{Aut}\left(f_{\mu}\right)$ of the Pfaffian form $f_{\mu}$. When $\mu$ is nonsingular, one has that $f_{\mu}>0$, and consequently $\operatorname{Aut}\left(f_{\mu}\right)$ is compact. The closure of the projection of $\operatorname{Aut}_{g r}(\mu)$ on $\mathrm{SL}_{n}=\mathrm{SL}\left(\mathfrak{n}_{2}\right)$ is therefore compact, which yields the next result.

Theorem 5.1. [KT13, Theorem 2.1] If $\mu$ is nonsingular, then there exists an inner product on the center $\mathfrak{n}_{2}$ which is invariant under $\operatorname{Aut}_{g r}(\mu)$.

Let us assume from now on that our fixed inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{n}_{2}$ is $\operatorname{Aut}_{g r}(\mu)$-invariant for any nonsingular $\mu$ we consider. By defining the ideal of $\operatorname{Der}_{g r}(\mu)$,

$$
\operatorname{Der}_{0}(\mu):=\left\{\left[\begin{array}{cc}
B & 0 \\
0 & A
\end{array}\right] \in \operatorname{Der}_{g r}(\mu): A=0\right\},
$$

and the corresponding normal subgroup of $\operatorname{Aut}(\mu)$,

$$
\operatorname{Aut}_{0}(\mu):=\left\{\left[\begin{array}{ll}
\psi & 0 \\
0 & \varphi
\end{array}\right] \in \operatorname{Aut}_{g r}(\mu): \varphi=I\right\}
$$

one deduces the following.
Corollary 5.2. KT13, Corollary 2.4] For any nonsingular $\mu$ of type ( $n, m$ ),

$$
\operatorname{dim} \operatorname{Der}_{g r}(\mu) / \operatorname{Der}_{0}(\mu)=\operatorname{dim} \operatorname{Aut}_{g r}(\mu) / \operatorname{Aut}_{0}(\mu) \leq \frac{n(n-1)}{2}
$$

Example 5.3. It is well known that $\operatorname{dim} \operatorname{Der}_{g r}(\mu) / \operatorname{Der}_{0}(\mu)=\frac{n(n-1)}{2}$ for any $H$-type algebra $\mu$ (see [Ri82, S96). Indeed,

$$
\left[\begin{array}{cc}
J_{\mu}(Z) & 0 \\
0 & R_{Z}
\end{array}\right] \in \operatorname{Aut}(\mu), \quad \forall Z \in \mathfrak{n}_{2}, \quad\|Z\|=1
$$

where $R_{Z}(W)=2\langle Z, W\rangle Z-W$ is the reflection with respect to the hyperplane $\{Z\}^{\perp}$ in the center $\mathfrak{n}_{2}$.

A natural question arises: which nonsingular algebras of type ( $n, m$ ) satisfy any of the following equivalent conditions? Do these conditions hold only for $H$-type algebras?

- $\operatorname{dim} \operatorname{Der}_{g r}(\mu) / \operatorname{Der}_{0}(\mu)=\frac{n(n-1)}{2}$.
- $\operatorname{Der}_{g r}(\mu) / \operatorname{Der}_{0}(\mu) \simeq \mathfrak{s o}(n)$.
- For any $A \in \mathfrak{s o}(n)$ there exists $B \in \mathfrak{S l}_{m}$ such that $\left[\begin{array}{ll}B & 0 \\ 0 & A\end{array}\right] \in \operatorname{Der}(\mu)$.
- For any $\varphi \in \operatorname{SO}(n)$ there exists $\psi \in \mathrm{SL}_{m}$ such that $\left[\begin{array}{ll}\psi & 0 \\ 0 & \varphi\end{array}\right] \in \operatorname{Aut}(\mu)$.

It is worthwhile noting that these conditions imply that the Pfaffian form is necessarily equal, up to scaling, to $f_{\mu}=\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{m / 4}$, as this is the only $n$-ary $(m / 2)$-ic form which is $\mathrm{SO}(n)$-invariant. In particular, $\mu$ must be of $\tilde{H}$-type.

We now show that already for type $(2, m)$, there are examples of nonsingular algebras satisfying the above maximality conditions which are not $H$-type.
Proposition 5.4. If $\mathcal{S}=\left\{\left(\mathrm{i}, k_{1}\right), \ldots,\left(\mathrm{i}, k_{r}\right)\right\}$, then the corresponding nonsingular 2 -step algebra $\mu_{\mathcal{S}}$ of type (2,m) (see Section (3) satisfies that $\operatorname{Der}_{g r}\left(\mu_{\mathcal{S}}\right) / \operatorname{Der}_{0}\left(\mu_{\mathcal{S}}\right) \simeq \mathfrak{s o}(2)$.
Remark 5.5. This result has been independently proved in KT13, Theorem 3.5], where it is in addition obtained that $\operatorname{Der}_{g r}\left(\mu_{\mathcal{S}}\right) / \operatorname{Der}_{0}\left(\mu_{\mathcal{S}}\right)=0$ for any other nonsingular algebra of type ( $2, m$ ).
Proof. Suppose first that $\mathcal{S}=\{(\mathrm{i}, k)\}$. It is an involved but straightforward computation to see that

$$
\left[\begin{array}{llll}
M_{1} & & & \\
& M_{2} & & \\
& & 0 & 1 \\
& & -1 & 0
\end{array}\right] \in \operatorname{Der}\left(\mu_{\mathcal{S}}\right),
$$

where $M_{1}$ and $M_{2}$ are the $(2 k \times 2 k)$-matrices defined by

$$
M_{1}=\left[\begin{array}{cc|cc|c|cc|c|cc}
0 & 0 & -1 & 0 & & & & & & \\
0 & 0 & 0 & -1 & & & & & & \\
\hline & 0 & 2 & 0 & & & & & & \\
\hline & -2 & 0 & & 0 & & & & & \\
\hline & & & 0 & 4 & 1 & 0 & & & \\
\hline & & & -4 & 0 & 0 & 1 & & & \\
\hline & & & & 0 & 6 & \ddots & & & \\
\hline & & & & & & \ddots & & k-3 & 0 \\
& & & & & & & \ddots & 0 & k-3 \\
\hline & & & & & & & 0 & 2(k-1) \\
& & & & & & & -2(k-1) & 0
\end{array}\right]
$$

and

| $M_{2}=$ | $\begin{array}{cc} 0 & -(2 k-1) \\ (2 k-1) & 0 \end{array}$ | $\left\lvert\, \begin{array}{cc} -(k-2) & 0 \\ 0 & -(k-2) \end{array}\right.$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{array}{\|cc\|} \hline 0 & -(2 k-3) \\ (2 k-3) & 0 \end{array}$ | $\because$ |  |  |  |  |
|  |  |  |  | $\begin{array}{cc}-3 & 0 \\ 0 & -3\end{array}$ |  |  |  |
|  |  |  |  | $\begin{array}{cc}0 & -7 \\ 7 & 0\end{array}$ | $\begin{array}{cc} \\ -2 & 0 \\ 0 & -2\end{array}$ |  |  |
|  |  |  |  |  | $\begin{array}{cc}0 & -5 \\ 5 & 0\end{array}$ | -1 0 <br> 0 -1 <br> 0 -3 |  |
|  |  |  |  |  |  | $\begin{array}{cc}0 & -3 \\ 3 & 0\end{array}$ | 0 0 <br> 0 0 |
|  |  |  |  |  |  |  | $\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}$ |

One can use the formula $J_{\mu}\left(Z_{i}\right)=\left[\begin{array}{cc}0 & A_{i} \\ -A_{i}^{t} & 0\end{array}\right]$ given in (17) and check that

$$
M_{1}^{t} A_{1}+A_{1} M_{2}=A_{2}, \quad M_{1}^{t} A_{2}+A_{2} M_{2}=-A_{1}
$$

Finally, if $\mathcal{S}=\left\{\left(\mathrm{i}, k_{1}\right), \ldots,\left(\mathrm{i}, k_{r}\right)\right\}$, then we can define the required derivation made of blocks as above, concluding the proof.

Note that an algebra $\mu_{\mathcal{S}}$ as in Proposition 5.4 is of $H$-type if and only if $k_{1}=\cdots=k_{r}=1$, which is also equivalent to the existence of a nilsoliton metric (see Corollary 3.3).

Let us now consider skew-symmetric derivations and orthogonal automorphisms. For each algebra $\mu$ of type ( $n, m$ ) we have that
$\mathfrak{k}(\mu):=\operatorname{Der}(\mu) \cap \mathfrak{s o}(\mathfrak{n})=\left\{\left[\begin{array}{cc}B & 0 \\ 0 & A\end{array}\right]: B \in \mathfrak{s o}(m), A \in \mathfrak{s o}(n),\left[B, J_{\mu}(Z)\right]=J_{\mu}(A Z), \forall Z \in \mathfrak{n}_{2}\right\}$, and if

$$
\mathfrak{k}_{0}(\mu):=\left\{\left[\begin{array}{ll}
B & 0 \\
0 & A
\end{array}\right] \in \mathfrak{k}(\mu): A=0\right\},
$$

then it is also natural to ask ourselves which nonsingular algebras of type ( $n, m$ ) satisfy

$$
\begin{equation*}
\mathfrak{k}(\mu) / \mathfrak{k}_{0}(\mu) \simeq \mathfrak{s o}(n) . \tag{21}
\end{equation*}
$$

This stronger property is requiring any $A \in \mathfrak{s o}(n)$ being extendable to a skew-symmetric derivation of $\mu$. $H$-type algebras also satisfy this (see Example 5.3), but it cannot be deduced from the proof of Proposition 5.4 that the algebras $\mu_{\mathcal{S}}$ 's considered there do.

The corresponding groups of automorphisms are given by
$K(\mu):=\operatorname{Aut}(\mu) \cap \mathrm{O}(\mathfrak{n})=\left\{\left[\begin{array}{cc}\psi & 0 \\ 0 & \varphi\end{array}\right]: \psi \in \mathrm{SO}(m), \varphi \in \mathrm{SO}(n), \psi J_{\mu}(Z) \psi^{-1}=J_{\mu}(\varphi Z), \forall Z \in \mathfrak{n}_{2}\right\}$. and

$$
K_{0}(\mu):=\left\{\left[\begin{array}{ll}
\psi & 0 \\
0 & \varphi
\end{array}\right] \in K(\mu): \varphi=I\right\} .
$$

5.1. 2-step algebras of Rep-type. We now consider a class of 2-step algebras attached to finite-dimensional real representations of compact Lie groups. Our aim is to show that condition (21) can also hold for nonsingular algebras which are not of $H$-type.
Definition 5.6. A 2-step algebra $\mu \in V_{n, m}$ is said to be of Rep-type if the following holds:

- $\mathfrak{n}_{2}$ is a compact Lie algebra (say with Lie bracket $[\cdot, \cdot]$ ).
- $J_{\mu}: \mathfrak{n}_{2} \longrightarrow \mathfrak{s o}\left(\mathfrak{n}_{1}\right)$ is a representation of $\mathfrak{n}_{2}$, i.e.

$$
J_{\mu}([Z, W])=\left[J_{\mu}(Z), J_{\mu}(W)\right], \quad \forall Z, W \in \mathfrak{n}_{2}
$$

We refer to EH96, L99, E05] for more detailed expositions on Rep-type algebras. Some of their nice and interesting properties are now listed, all of which can be easily checked.

- $\mu$ is of type $(n, m)$ if and only if the representation $J_{\mu}$ is faithful.
- We can assume from now on that the fixed inner product we have on $\mathfrak{n}_{2}$ is ad $\mathfrak{n}_{2^{-}}$ invariant, i.e. any adjoint map ad $Z$ of the Lie algebra $\mathfrak{n}_{2}$ is skew-symmetric.
- Each $Z \in \mathfrak{n}_{2}$ defines a skew-symmetric derivation of $\mu$ by

$$
\left[\begin{array}{cc}
J_{\mu}(Z) & 0 \\
0 & \operatorname{ad} Z
\end{array}\right] \in \operatorname{Der}(\mu) .
$$

(see L299, Theorem 3.12]).

- $\mu$ is nonsingular if and only if $\mathfrak{n}_{2}=\mathfrak{s u}(2)(=\mathfrak{s o}(3))$ and any irreducible subrepresentation of $\left(\mathfrak{n}_{1}, J_{\mu}\right)$ is even dimensional (or equivalently, a copy of the $2(k+1)$ dimensional $\mathfrak{s u}(2)$-representation $P_{2, k}(\mathbb{C}), k$ odd, of binary $k$-ic complex forms viewed as real, see e.g. BtD85]). This can be deduced as follows: in order to have that $J_{\mu}(Z)$ is invertible for any nonzero $Z$ it is necessary and sufficient that $\operatorname{rank}\left(\mathfrak{n}_{2}\right)=1$ and the weights of the representation ( $\mathfrak{n}_{1}, J_{\mu}$ ) being all nonzero.
We therefore obtain the following result by combining the above observations.
Proposition 5.7. If $\mu \in V_{3, m}$ is a nonsingular algebra of Rep-type, then

$$
\mathfrak{k}(\mu) / \mathfrak{k}_{0}(\mu) \simeq \mathfrak{s o}(3) .
$$

Therefore, any nonsingular $\mu$ of Rep-type of type (3, m) , which is not of $H$-type, provides a counterexample to KT13, Theorem 2.5].

It is easy to see that a Rep-type $\mu$ is of $H$-type if and only if $\mathfrak{n}_{2}=\mathfrak{s u}(2)$ and ( $\mathfrak{n}_{1}, J_{\mu}$ ) is a sum of copies of the standard representation $\mathbb{C}^{2}$ of $\mathfrak{s u}(2)$. The simplest nonsingular $\mu$ of Rep-type not of $H$-type is $\mathfrak{n}_{2}=\mathfrak{s u}(2)$ and the representation $\left(\mathfrak{n}_{1}, J_{\mu}\right)=P_{2,3}(\mathbb{C})=\mathbb{C}^{4}$ viewed as real. This is precisely the example of type $(3,8)$ considered in Example 2.5, and an elementary way to see that it is not of $H$-type is by noticing that $J_{\mu}\left(\mathfrak{n}_{2}\right)$ acts irreducibly on $\mathfrak{n}_{1}$.

Any Rep-type 2-step algebra admits a nilsoliton metric (see [EH96, L09]). Under the assumptions that $\mathfrak{n}_{2}$ is simple and $J_{\mu}$ is irreducible, we have that $(\mathfrak{n}, \mu,\langle\cdot, \cdot\rangle)$ is a nilsoliton itself. Indeed, since $(Z, W):=\operatorname{tr} J_{\mu}(Z) J_{\mu}(W)$ is ad $\mathfrak{n}_{2}$-invariant and the Casimir operator $\sum J_{\mu}\left(Z_{i}\right)^{2}$ intertwines the representation, we obtain that condition (14) holds by Schur's Lemma.

## References

[BLS05] G. Belitskir, R. Lipyanski, V. Sergeichuk, Problems of classifying associative or Lie algebras and triples of symmetric or skew-symmetric matrices are wild, Lin. Alg. Appl. 407 (2005), 249262.
[BTV95] J. Berndt, F. Tricerri, L. Vanhecke, Generalized Heisenberg groups and Damek-Ricci harmonic spaces, Lect. Notes in Math. 1598 (1995) Springer-Verlag Berlin Heidelberg.
[B71] D. Birkes, Orbits of Linear Algebraic Groups, Ann. of Math. (2) 93 (1971), 459-475.
[BH62] A. Borel, Harish-Chandra, Arithmetic subgroups of algebraic groups, Ann. of Math. (2) 75 (1962), 485-535.
[BtD85] T. Brocker, T. tom Dieck, Representations of compact Lie groups, Springer-Verlag, New York, 1985.
[C07] F. Cukierman, Positive polynomials and hyperdeterminants, Collectanea Math. 58 (2007), 279-289.
[D79] E. Deloff, Naturally reductive metrics and metrics with volume preserving geodesic symmetries on NC algebras, Dissertation, Rutgers 1979.
[Di87] J. Dixmier, On the projective invariants of quartic plane curves, Adv. in Math. 64, 279-304 (1987).
[Do03] I. Dolgachev, Lectures on invariant theory, London Math. Soc. Lect. Notes 296 (2003), Cambridge Univ. Press.
[E94] P. Eberlein, Geometry of 2-step nilpotent Lie groups with a left invariant metric II, Trans. Amer. Math. Soc. 343 (1994), 805-828.
[E03] , The moduli space of 2-step nilpotent Lie algebras of type ( $p, q$ ), Contemp. Math. 332 (2003), 37-72.
[E04] , Geometry of 2-step nilpotent Lie groups, Modern Dyn. Sys., Cambridge Univ. Press, 2004, 67-101.
[E05] , Two step nilpotent Lie groups arising from semisimple modules, preprint 2005 (arXiv).
[E08] , Riemannian 2-step nilmanifolds with prescribed Ricci tensor, Contemp. Math. 469 (2008), 167-195.
[EH96] P. Eberlien, J. Heber, Quarter pinched homogeneous spaces of negative curvature, Internat. J. Math. 7(1996) 441-500.
[EJ09] P. Eberlein, M. Jablonski, Closed orbits of semisimple group actions and the real M function, Contemp. Math. 491 (2009), 283-321.
[FZ11] L. Florit, W. Ziller, Topological obstructions to fatness, Geom. Top. 15 (2011), 891-925.
[GT99] L. Galitski, D. Timashev, On classification of metabelian Lie algebras, J. Lie Theory 9 (1999), 125-156.
[G73] M. Gauger, On the classification of metabelian Lie algebras, Trans. Amer. Math. Soc. 179 (1973), 293-329.
[H98] J. HEber, Noncompact homogeneous Einstein spaces, Invent. math. 133 (1998), 279-352.
[HSS08] P. Heinzner, G. W. Schwarz, H. Stötzel, Stratifications with respect to actions of real reductive groups, Compositio Math. 144 (2008), 163-185.
[H88] D. Hilbert, Über die darstellung definiter formen als summe von formenquadraten, Math. Ann. 32 (1888), 342-350.
[J11] M. Jablonski, Moduli of Einstein and non-Einstein nilradicals, Geom. Ded. 152 (2011), 63-84.
[K81] A. Kaplan, Riemannian nilmanifolds attached to Clifford modules, Geom. Dedicata 11(1981), 127-136.
[KT13] A. Kaplan, A. Tiraboschi, Automorphisms of non-singular nilpotent Lie algebras, J. Lie Theory 23 (2013), 1085-1100.
[L99] J. Lauret, Homogeneous nilmanifolds attached to representations of compact Lie groups, Manusc. Math. 99 (1999), 287-309.
[L01] _ , Ricci soliton homogeneous nilmanifolds, Math. Annalen 319 (2001), 715-733.
[L03] , Degenerations of Lie algebras and geometry of Lie groups. Diff. Geom. Appl. 18(2) (2003), 177194.
[L08] , Rational forms of nilpotent Lie algebras and Anosov diffeomorphisms, Monatsh. Math. 155, 15-30 (2008).
[L09] , Einstein solvmanifolds and nilsolitons, Contemp. Math. 491 (2009), 1-35.
[L10] , Einstein solvmanifolds are standard, Ann. of Math. 172 (2010), 1859-1877.
[LW11] J. Lauret, C.E. Will, Einstein solvmanifolds: existence and non-existence questions, Math. Annalen 350 (2011), 199-225.
[LM89] B.H. Lawson, M.-L. Michelsohn, Spin Geometry, Princeton Math. Ser. 38, Princeton Univ. Press, 1989.
[LT99] F. Levstein, A. Tiraboschi, Classes of 2-step nilpotent Lie algebras, Comm. Alg. 27 (1999), 2425-2440.
[Mr01] A. Marian, On the real moment map, Math. Res. Lett. 8 (2001), 779-788.
[M03] S. Mukai, An introduction to invariants and moduli, Cambridge Studies in adv. math 81 (2003), Cambridge Univ. Press.
[N84] L. Ness, A stratification of the null cone via the momentum map, Amer. J. Math. 106 (1984), 1281-1329 (with an appendix by D. Mumford).
[N06] Y. Nikolayevsky, Nilradicals of Einstein solvmanifolds, arXiv: math.DG/ 0612117 v 1.
[N11] , Einstein solvmanifolds and the pre-Einstein derivation, Trans. Amer. Math. Soc. 363 (2011), 3935-3958.
[N08] , Einstein solvmanifolds attached to two-step nilradicals, Math. Z. 272 (2012), 675-695.
[O12a] D. Oscari, On the existence of nilsolitons on 2-step nilpotent Lie groups, Adv. Geom., in press.
[O12b] , Álgebras de Lie 2-pasos nilpotentes nosingulares, Ph.D. thesis (in spanish), FaMAF, Universidad Nacional de Córdoba, Argentina (2012).
[O12c $\qquad$ , On the surjectivity of the Pfaffian form for 2-step nilpotent Lie algebras, in preparation.
[P11] T. Payne, The topology of the set of nonsoliton Lie algebras in the moduli space of nilpotent Lie algebras, preprint 2011 (arXiv).
[R10] B. Reznick, Sum of even powers of real linear forms, Memoirs Amer. Math. Soc. 463 (1992).
[R10] B. Reznick, On Hilbert's construction of positive polynomials, preprint 2007 (arXiv).
[RS90] R.W. Richardson, P.J. Slodowy, Minimum vectors for real reductive algebraic groups, J. London Math. Soc. (2) 42 (1990), 409-429.
[Ri82] C. Riehm, The automorphism group of a composition of quadratic forms, Trans. Amer. Math. Soc. 269 (1982), 403-414.
[S96] L. SaAL, The automorphism group of a Lie algebra of Heisenberg type, Rend. Sem. Mat. Univ. Pol. Torino 54 (1996), 101-113.
[Sc67] J. Scheuneman, Two-step nilpotent Lie algebras, J. Algebra 7 (1967), 152-159.
[W82] E. Wilson, Isometry groups on homogeneous nilmanifolds, Geom. Ded. 12 (1982), 337-346.
[Wo91] T. H. Wolter, Einstein metrics on solvable groups, Math. Z. 206 (1991), 457-471.
Famaf and CIEM, Universidad Nacional de Córdoba, 5000 Córdoba, Argentina
E-mail address: lauret@famaf.unc.edu.ar, oscari@famaf.unc.edu.ar


[^0]:    This research was partially supported by grants from CONICET, FonCyT (Argentina) and SeCyT (Universidad Nacional de Córdoba).

