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Abstract

Let Ω be a smooth bounded domain in R
N , N ≥ 1, let K, M be

two nonnegative functions and let α, γ > 0. We study existence and
nonexistence of positive solutions for singular problems of the form
−∆u = K (x) u−α − λM (x)u−γ in Ω, u = 0 on ∂Ω, where λ > 0 is a
real parameter. We mention that as a particular case our results apply
to problems of the form −∆u = m (x)u−γ in Ω, u = 0 on ∂Ω, where
m is allowed to change sign in Ω.

1 Introduction

Let Ω be a smooth bounded domain in R
N , N ≥ 1, and let 0 ≤ K,M ∈

Lp (Ω) for some p ≥ 2 if N = 1 and p > N when N ≥ 2. Our aim in this
article is to consider existence and nonexistence of solutions for singular
problems of the form







−∆u = K (x)u−α − λM (x) u−γ in Ω
u > 0 in Ω
u = 0 on ∂Ω,

(1.1)

where α, γ > 0 and λ > 0 is a real parameter.
Concerning the results in this paper, in Section 3 we shall study (1.1)

when N = 1. More precisely, in Theorem 3.1 we shall give sufficient condi-
tions for the existence of solutions in the case α = γ, and as a consequence
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we shall derive existence results when α > γ in Corollary 3.3. A further
result without any relation between α and γ is presented in Theorem 3.4,
while in Theorem 3.5 we prove necessary conditions on λ, K andM in order
to have solutions for (1.1) (see also Remark 3.6, where we also characterize
the set of λ′s such that (1.1) admits a solution). We remark that as a par-
ticular case (taking K := m+, M := m−, α = γ and λ = 1) we are able to
deal with problems of the form







−∆u = m (x)u−γ in Ω
u > 0 in Ω
u = 0 on ∂Ω,

(1.2)

where m may change in Ω (see Corollary 3.7).
In Section 4 we shall consider the case N ≥ 2. We point out that

although all the results obtained for the one-dimensional problem have their
counterpart in N dimensions, the conditions derived in Section 3 are sharper
or provide more information than the ones available when N > 1. Sufficient
conditions are stated in Theorems 4.1 and 4.3 and Corollary 4.2, and in
Theorem 4.4 some necessary conditions are presented. The particular case
(1.2) is covered in Corollary 4.6. Let us mention that these theorems shall
be obtained employing some estimates on linear problems combined with
the sub and supersolution method (see Theorem 2.3 below) together with
Schauder’s fixed point theorem.

In order to relate our results to others already existing, let us first men-
tion that problems like (1.2) have been extensively studied both whenm > 0
(see e.g. [6], [19], [12] and its references) and also if m is nonnegative (e.g.
[15], [7], [18]), but to our knowledge no theorems are known when m is al-
lowed to change sign in Ω. In fact, even when (1.2) is sublinear (that is,
γ ∈ (−1, 0)) and one-dimensional, these kind of problems are quite intrigu-
ing and involved and, as far as we know, only recently existence of (strictly)
positive solutions has started being studied in detail when m changes sign
in Ω (see [13], [16], [14] and [10]; and [17] for the p-laplacian). Let us also
mention that nonnegative solutions of these semilinear problems have been
studied carefully in [2].

On the other side, problem (1.1) with α = 0 andM ≡ 1 was treated in for
instance [8], [5], while in [12] it was considered assuming that K > 0 (under
stronger regularity assumptions), but we could not find any results in the
literature in the case where K vanishes in a subset of Ω. We refer the reader
to the nice review papers [9] and [11] for further references, applications and
historical remarks concerning these types of singular elliptic problems, and
for specifically one-dimensional singular problems we refer to the book [1]
and the references therein.
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2 Preliminaries and auxiliary results

Let Ω ⊂ R
N be a smooth bounded domain. For h ∈ Lq(Ω), q > 1, let

φ ∈W 2,q(Ω) ∩W 1,q
0 (Ω) be the unique solution of

{

−∆φ = h (x) in Ω
φ = 0 on ∂Ω,

(2.1)

and let us write S : LqΩ) →W 2,q(Ω) for the solution operator of (2.1).
The two following lemmas provide some useful lower and upper bounds

for S (h) when h is nonnegative. We set

δΩ (x) := dist (x, ∂Ω) .

Lemma 2.1. Suppose Ω := (a, b), and let 0 ≤ h ∈ Lq(Ω) with q > 1. Then
in Ω it holds that

S (h) ≥
1

b− a

(
∫ b

a
h (t) δΩ (t) dt

)

δΩ := cδΩ and (2.2)

S (h) ≤
1

b− a
max

(
∫ b

a
(t− a) h (t) dt,

∫ b

a
(b− t) h (t) dt

)

δΩ := cδΩ. (2.3)

Moreover, the inequalities (2.2) and (2.3) are sharp in the sense that if
c1δΩ ≤ S (h) ≤ c2δΩ in Ω for some c1, c2 > 0, then c1 ≤ c and c ≤ c2.

Proof. Let φ := S (h). It is easy to verify that (even if h changes sign in
Ω)

φ (x) =
x− a

b− a

∫ b

a

∫ y

a
h (t) dtdy −

∫ x

a

∫ y

a
h (t) dtdy =

x− a

b− a

∫ b

a
(b− t) h (t) dt−

∫ x

a
(x− t) h (t) dt. (2.4)

Also, if t1, t2 ∈ Ω with t1 < t2 we may integrate over (t1, t2) (see e.g. [3],
Theorem 8.2) to obtain that

φ′ (t1)− φ′ (t2) = −

∫ t2

t1

φ′′ (t) dt =

∫ t2

t1

h (t) dt ≥ 0

and therefore we find that φ is concave in Ω.
Since δΩ (x) = min (x− a, b− x), using (2.4) we now observe that

φ

(

a+ b

2

)

=
1

2

∫ b

a
(b− t)h (t) dt−

∫ a+b
2

a

(

a+ b

2
− t

)

h (t) dt =

=
1

2

(

∫ a+b
2

a
(t− a) h (t) dt+

∫ b

a+b
2

(b− t)h (t) dt

)

= cδΩ

(

a+ b

2

)
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and hence the concavity of φ yields that φ ≥ cδΩ in Ω.
On the other hand, from (2.4) we also get that

φ′ (a) =

∫ b

a

b− t

b− a
h (t) dt, φ′ (b) =

∫ b

a

(

b− t

b− a
− 1

)

h (t) dt.

Furthermore, if h 6≡ 0, since h ≥ 0 it holds that φ′ (b) < 0 < φ′ (a) and
thus recalling the definition of c again by the concavity of φ we deduce that
φ ≤ cδΩ in Ω.

Since the final assertion of the lemma is clearly true this concludes the
proof. �

Lemma 2.2. Let 0 ≤ h ∈ Lq(Ω) with q > N . Then in Ω it holds that

cΩ

(
∫

Ω
h (x) δΩ (x) dx

)

δΩ ≤ S (h) ≤ CΩ ‖h‖Lq(Ω) δΩ (2.5)

for some cΩ, CΩ > 0 depending only on Ω.

Proof. The first inequality in (2.5) appeared first in an unpublished work
by Morel and Oswald, and there is a nice proof in the paper of Brezis and
Cabré, [4], Lemma 3.2. On the other side, set φ := S (h), let x ∈ Ω and pick
y ∈ ∂Ω such that |y − x| = δΩ (x). Since by the Sobolev imbedding theorems
S : LqΩ) →֒ C1(Ω) and hence ‖|∇φ|‖L∞(Ω) ≤ CΩ ‖h‖Lq(Ω) for some CΩ > 0
depending only on Ω, from the mean value theorem we find that

|φ (x)| = |φ (x)− φ (y)| ≤ ‖|∇φ|‖L∞(Ω) δΩ (x) ≤ CΩ ‖h‖Lq(Ω) δΩ (x)

which in turn gives the second inequality in (2.5). �

Let f : Ω × (0,∞) → R be a Carathéodory function (that is, f (·, ξ) is
measurable for all ξ ∈ (0,∞) and f (x, ·) is continuous for a.e. x ∈ Ω). We
consider now singular problems of the form

{

−∆u = f (x, u) in Ω
u = 0 on ∂Ω

(2.6)

in a suitable sense. We say that v ∈ W 1,2
loc (Ω) ∩ C

(

Ω
)

is a subsolution (in
the sense of distributions) of (2.6) if v > 0 in Ω, v = 0 on ∂Ω, and

∫

Ω
〈∇v,∇ϕ〉 ≤

∫

Ω
f (x, v)ϕ for all 0 ≤ ϕ ∈ C∞

c (Ω) .

Similarly, w ∈ W 1,2
loc (Ω) ∩ C

(

Ω
)

is a supersolution of (2.6) if w > 0 in Ω,
w = 0 on ∂Ω, and

∫

Ω
〈∇w,∇ϕ〉 ≥

∫

Ω
f (x,w)ϕ for all 0 ≤ ϕ ∈ C∞

c (Ω) .

For the sake of completeness we state the following existence result (for a
proof, see [20], Theorem 4.1).
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Theorem 2.3. Suppose there exist v,w ∈ C1 (Ω) sub and supersolutions
respectively of (2.6), satisfying that v ≤ w in Ω. Suppose also that there
exists g ∈ L2

loc (Ω) such that |f (x, ξ)| ≤ g (x) for a.e. x ∈ Ω and all ξ ∈
[v (x) , w (x)]. Then there exists u ∈ C1 (Ω) ∩ C

(

Ω
)

solution (in the sense
of distributions) of (2.6) with v ≤ u ≤ w, that is,

∫

Ω
〈∇u,∇ϕ〉 =

∫

Ω
f (x, u)ϕ for all ϕ ∈ C∞

c (Ω) .

Remark 2.4. When 0 ≤ K ∈ Lp (Ω) with K 6≡ 0 and p > N one can
readily check that (1.1) admits arbitrarily large supersolutions. Indeed, let
ψ := S (K) > 0 and define also σ ∈ (0, 1) by σ := 1/ (1 + α). We have that
ψσ ∈ W 2,p

loc (Ω) ∩ C
(

Ω
)

, ψσ = 0 on ∂Ω, and a simple computation shows

that for all λ > 0 and every c ≥ σ−1/(1+α) it holds that

−∆(cψσ) = −cσψσ−1∆ψ − cσ (σ − 1)ψσ−2 |∇ψ|2 ≥

−cσψσ−1∆ψ = cσψσ−1K (x) ≥ K (x) (cψσ)−α ≥

K (x) (cψσ)−α − λM (x) (cψσ)−γ in Ω′

for every Ω′ ⊂⊂ Ω, and therefore cψσ is a supersolution of (1.1). �

3 The one-dimensional case

In this section we shall assume that

Ω := (a, b) for some −∞ < a < b <∞.

For 1 < p ≤ ∞, we define as usual p′ by 1/p+1/p′ = 1 if p is finite and p′ = 1
if p = ∞. For 0 ≤ h ∈ Lp (Ω) we also introduce the following notation:

ha (x) := (x− a)h (x) , hb (x) := (b− x) h (x) . (3.1)

Let us note that ‖ha‖Lp(Ω) ≤ (b− a) ‖h‖Lp(Ω) if p is finite and that ‖ha‖L∞(Ω) =
(b− a) ‖h‖L∞(Ω), and analogously for hb. We also set

P ◦ := interior of the positive cone of C1
(

Ω
)

.

Theorem 3.1. Let 0 ≤ K,M ∈ L2 (Ω) with K 6≡ 0. Assume α = γ and let
Ma and Mb be given by (3.1).
(i) If M ∈ Lp (Ω) with p ≥ 2, γ ∈ (0, (p− 1) /p) and

max
(

‖Ma‖Lp(Ω) , ‖Mb‖Lp(Ω)

)

≤ cγ,p,a,b

(

∫ b
a K(t)δΩ(t)dt

)1+γ

(

∫ b
a K(t)dt

)γ , where

(3.2)

cγ,p,a,b :=
γγ

(γ + 1)γ+1

(1− γp′)1/p
′

(b− a)γ+1/p′
,

5



then (1.1) has a solution u ∈ C1 (Ω)∩C
(

Ω
)

for all λ ≤ 1; and u ∈W 2,q (Ω)∩

P ◦, q > 1, whenever Kδ−γ
Ω ∈ Lr (Ω) with r > 1.

(ii) If

max

(
∫ b

a
Ma(t)dt,

∫ b

a
Mb(t)dt

)

<

∫ b

a
K (t) δΩ (t) dt, (3.3)

then there exists γ0 > 0 such that the problem (1.1) has a solution u ∈
W 2,q (Ω) ∩ P ◦, q > 1, for all γ ∈ (0, γ0] and all λ ≤ 1.

Proof. Taking into account Theorem 2.3 and Remark 2.4 we note that it
is enough to build a subsolution for (1.1). Furthermore, clearly any solution
of (1.1) is a subsolution of (1.1) with λ in place of λ whenever λ ≤ λ and so
in order to prove the theorem we may assume that λ = 1.

Let us prove (i). Since (1.1) with α = γ is homogeneous (i.e. it has a
solution for K andM if and only if it has one for cK and cM for any c > 0),
we shall prove (i) for τK and τM , where

τ :=
2

(b− a)
∫ b
a K (t) dt

.

Let Ka and Kb be given by (3.1). Since δΩ ≤ (b− a) /2 in Ω we observe
that by (2.3)

S (τK) ≤
τ

b− a
max

(
∫ b

a
Ka (t) dt,

∫ b

a
Kb (t) dt

)

δΩ ≤ τδΩ

∫ b

a
K (t) dt ≤ 1

in Ω. Let γ ∈ (0, (p− 1) /p), and let us now define

Mp := max
(

‖Ma‖Lp(Ω) , ‖Mb‖Lp(Ω)

)

, β :=
τ

b− a
,

r :=

(

β
∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lp′(Ω)
Mpγ

)1/(γ+1)

, d := rδΩ,

C :=
{

v ∈ C
(

Ω
)

: d ≤ v ≤ τS (K) in Ω
}

.

A simple computation shows that

∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lp′ (Ω)
= 2γ

(b− a)1/p
′−γ

(1− γp′)1/p
′

and so (3.2) says that

(b− a)2γ

2γ

∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lp′(Ω)
Mp ≤

γγ

(γ + 1)γ+1

(

∫ b
a K(t)δΩ(t)dt

)1+γ

(

∫ b
a K(t)dt

)γ . (3.4)
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Therefore, taking into account (2.2) and (3.4) we find that

τS (K) ≥ β

(
∫ b

a
K (t) δΩ (t) dt

)

δΩ ≥

β

(

∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lp′ (Ω)
Mp

(
∫ b

a
K(t)dt

)γ
(b− a)2γ (γ + 1)γ+1

2γγγ

)1/(γ+1)

δΩ =

(

β
∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lp′(Ω)
Mp

(γ + 1)γ+1

γγ

)1/(γ+1)

δΩ = r
γ + 1

γ
δΩ ≥ d in Ω. (3.5)

In particular, C 6= ∅. On the other hand, utilizing (2.3) we also deduce that

τS
(

Md−γ
)

≤ βr−γ max

(
∫ b

a
Ma (t) δ

−γ
Ω (t) dt,

∫ b

a
Mb (t) δ

−γ
Ω (t) dt

)

δΩ ≤

βr−γ
∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lp′(Ω)
MpδΩ =

1

γ
rδΩ in Ω. (3.6)

(S (Md−γ) is well defined since Md−γ ∈ Ls (Ω) for some s > 1 because
M ∈ Lp (Ω) with p ≥ 2 and γp′ < 1.) For v ∈ C we now set u :=
τS (K −Mv−γ) := T (v). Recalling (3.5), (3.6) and that v ≥ d we derive
that

τS (K) ≥ u ≥ τS
(

K −Md−γ
)

≥

(

r
γ + 1

γ
−

1

γ
r

)

δΩ = d in Ω

and thus u ∈ C. Moreover, since γ < 1/p′ one can see that v → K −Mv−γ

is continuous from C
(

Ω
)

into Ls (Ω) for some s > 1, and then it is easy
to check employing the Sobolev imbedding theorems that T : C → C is a
continuous compact operator. Hence, Schauder’s fixed point theorem gives
some v ∈ C solution of







−v′′ = K (x)−M (x) v−γ in Ω
v > 0 in Ω
v = 0 on ∂Ω.

(3.7)

Furthermore, v ∈ C1
(

Ω
)

, and since v ≤ 1 (because v ≤ S (τK) ≤ 1) it
follows from (3.7) that v is a subsolution of (1.1) for λ = 1. Therefore
recalling Remark 2.4 and Theorem 2.3 we obtain some u ∈ C1 (Ω) ∩ C

(

Ω
)

solution of (1.1). Moreover, if Kδ−γ
Ω ∈ Lr (Ω) for some r > 1, since we

also have that Mδ−γ
Ω ∈ Ls (Ω) with s > 1 and u ≥ cδΩ for some c > 0, by

standard regularity arguments we conclude that u ∈ W 2,q (Ω) ∩ P ◦, q > 1.
This ends the proof of (i).

In order to prove (ii) we proceed similarly. Without loss of generality we
assume that S (K) ≤ 1 in Ω. We now utilize (2.2) to get that

S (K) ≥
1

b− a

(
∫ b

a
K (t) δΩ (t) dt

)

δΩ :=
cK
b− a

δΩ in Ω.
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Also, by (3.3) we may fix ε ∈ (0, 1) such that

ε ≤ min

(

2

cK
,
2 (cK −M1)

2cK + 1

)

,

where M1 is defined as in (i). Let d := ε
b−acKδΩ, and note that d ≤ 1

in Ω. We next choose γ0 > 0 such that for all γ ∈ (0, γ0] it holds that
Md−γ ∈ Ls (Ω) with s > 1. Making γ0 smaller if necessary, from (2.3) and
Lebesgue’s dominated convergence theorem we obtain that for such γ

S
(

Md−γ
)

≤
1

b− a
max

(
∫ b

a
Ma (t) d

−γ (t) dt,

∫ b

a
Mb (t) d

−γ (t) dt

)

δΩ ≤

1

b− a

(

M1 +
ε

2

)

δΩ ≤
1− ε

b− a
cKδΩ in Ω.

Define now C :=
{

v ∈ C
(

Ω
)

: d ≤ v ≤ S (K) in Ω
}

, and for v ∈ C let
u := S (K −Mv−γ). For γ ∈ (0, γ0] we have that

S (K) ≥ u ≥ S
(

K −Md−γ
)

≥
1

b− a
(cK − (1− ε) cK) δΩ in Ω

and thus u ∈ C. Now the proof of (ii) can be continued exactly as the proof
of (i). �

Remark 3.2. Let us mention that one can verify that the inequality (3.3)
is better than (3.2), but on the other hand in (ii) there is no lower estimate
for γ0. Let us also note that if for instance γ < 1/2 then Kδ−γ

Ω ∈ Lr (Ω) for

some r > 1 (in fact, if K ∈ Lp (Ω) with p ≥ 2, then Kδ−γ
Ω ∈ Lr (Ω) with

r > 1 when p (1− γ) > 1). �

Corollary 3.3. Let K, M and γ be as in Theorem 3.1, and let α > γ.
Then there exists λ0 > 0 such that the problem (1.1) has a solution u ∈
C1 (Ω) ∩ C

(

Ω
)

for all λ ≤ λ0; and u ∈ W 2,q (Ω) ∩ P ◦, q > 1, whenever
Kδ−α

Ω ∈ Lr (Ω) with r > 1.

Proof. As in the above theorem it suffices to construct a subsolution for
(1.1). Let u be the solution of (1.1) for λ = 1 and α = γ provided by either
Theorem 3.1 (i) or (ii). We choose 0 < ε ≤ min (1, 1/ ‖u‖∞). Now, for every
α > γ we get that

− (εu)′′ =
(

ε1+γK (x)− ε1+γM (x)
)

(εu)−γ ≤

K (x) (εu)−α − ε1+γM (x) (εu)−γ in Ω

and hence εu is a subsolution of (1.1) for λ0 := ε1+γ . �

In the next theorem we complement the results contained in Theorem
3.1 (ii) and Corollary 3.3, without imposing any relation between α and γ.
We set

M := {x ∈ Ω :M (x) > 0} .
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Theorem 3.4. Let α, γ > 0, let 0 ≤ K,M ∈ L2 (Ω) with M ∈ C (Ω) and
let Ka, Kb, Ma, Mb be given by (3.1). Suppose that M ⊂ Ω and that (3.3)
holds. Then there exists

λ0 ≥

(

dist (M, ∂Ω)

b− a

)γ

(

∫ b
a KδΩ −max

(

∫ b
a Ma,

∫ b
a Mb

))γ

(

1
2

(

max
(

∫ b
a Ka,

∫ b
a Kb

)

−
∫ b
a MδΩ

))α 1+γ

1+α

(3.8)

such that for all λ ≤ λ0 the problem (1.1) has a solution u ∈ C1 (Ω)∩C
(

Ω
)

;

and u ∈W 2,q (Ω) ∩ P ◦, q > 1, whenever Kδ−α
Ω ,Mδ−γ

Ω ∈ Lr (Ω) with r > 1.

Proof. Let φ := S (K −M). Applying Lemma 2.1 to S (K) and S (M)
we see that in Ω

φ ≥
1

b− a

(
∫ b

a
K (t) δΩ (t) dt−max

(
∫ b

a
Ma (t) dt,

∫ b

a
Mb (t) dt

))

δΩ,

φ ≤
1

b− a

(

max

(
∫ b

a
Ka (t) dt,

∫ b

a
Kb (t) dt

)

−

∫ b

a
M (t) δΩ (t) dt

)

δΩ.

We note that in particular it follows from (3.3) that φ > 0 in Ω. Let us now
define

µ :=

(

1

2

(

max

(
∫ b

a
Ka,

∫ b

a
Kb

)

−

∫ b

a
MδΩ

))α

,

β :=

(

dist (M, ∂Ω)

b− a

(
∫ b

a
KδΩ −max

(
∫ b

a
Ma,

∫ b

a
Mb

)))γ

.

Let µ ≥ µ and β ≤ β and set ε := µ−1/(1+α). Since φ ≤ µ1/α in Ω and

φ ≥ β1/γ in M we have

− (εφ)′′ = µ−1ε−αK (x)− ε1+γε−γM (x) ≤

K (x) (εφ)−α −

(

β

µ(1+γ)/(1+α)

)

M (x) (εφ)−γ in Ω

and so εφ is a subsolution of (1.1) for λ = βµ−(1+γ)/(1+α). Since (3.8) is
clearly true the theorem follows. �

The next theorem states necessary conditions on λ, K and M in order
for (1.1) to admit solutions in the case α ≤ γ.

Theorem 3.5. Let 0 < α ≤ γ and let Ka and Kb be given by (3.1). Suppose
for some λ > 0 (1.1) has a solution u ∈W 2,q (Ω), q > 1. Then

λ <

(

(α+ 1)

2
max

(
∫ b

a
Ka (t) dt,

∫ b

a
Kb (t) dt

))

γ−α

α+1
∫ b
a K (t) δΩ (t) dt
∫ b
a M (t) δΩ (t) dt

.
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Proof. Let u > 0 be a solution of (1.1) for some λ > 0 and pick σ := α+1.
We get that

− (uσ)′′ = −σuσ−1u′′ − σ (σ − 1) uσ−2
(

u′
)2

≤

−σuσ−1u′′ ≤ σuσ−1K (x) u−α = σK (x) in Ω

and so, since S is a positive operator, recalling (2.3) we find that

0 < uσ ≤ σS (K) ≤
σ

b− a
max

(
∫ b

a
Ka (t) dt,

∫ b

a
Kb (t) dt

)

δΩ ≤

σ

2
max

(
∫ b

a
Ka (t) dt,

∫ b

a
Kb (t) dt

)

in Ω.

Therefore, it follows that

‖u‖∞ ≤

(

(α+ 1)

2
max

(
∫ b

a
Ka (t) dt,

∫ b

a
Kb (t) dt

))1/(α+1)

.

Let ε := 1/ ‖u‖∞. On the other side, since α ≤ γ and σ− 1 = α we also
have that

− ((εu)σ)′′ ≤ −σ (εu)σ−1 (εu)′′ ≤

σ (εu)σ−1 (ε1+αK (x)− λε1+γM (x)
)

(εu)−α =

σ
(

ε1+αK (x)− λε1+γM (x)
)

in Ω.

Hence the positivity of S now tells us that S
(

ε1+αK − λε1+γM
)

> 0 and

thus λ < ε−(γ−α)S (K) /S (M). Furthermore, since

S (K)

(

a+ b

2

)

=
1

2

∫ b

a
K (t) δΩ (t) dt

(see the proof of Lemma 2.1) and an analogous statement is valid for S (M),
the theorem follows employing the upper bound for ‖u‖∞ derived in the first
part of the proof. �

Remark 3.6. GivenM ,K, α and γ, let Λ := {λ > 0 : (1.1) has a solution}.
If Λ 6= ∅ (for instance if (3.3) holds) then either Λ = (0, λ0) or (0, λ0] for
some 0 < λ0 ≤ ∞. Indeed, define λ0 := supλ∈Λ, and now this follows from
Theorem 2.3, Remark 2.4 and the fact any solution of (1.1) is a subsolution
of (1.1) with λ in place of λwhenever λ ≤ λ. Let us note that if α ≤ γ the
above theorem says that λ0 <∞. �

Let now m : Ω → R be a function that may change sign in Ω. We write
as usual m = m+ − m− with m+ := max (m, 0) and m− := max (−m, 0).
As a direct consequence of Theorems 3.1 and 3.5 we obtain the

10



Corollary 3.7. Let 0 6≡ m ∈ L2 (Ω) and let m−
a and m−

b be given by (3.1).
(i) If m− ∈ Lp (Ω) with p ≥ 2, γ ∈ (0, (p− 1) /p) and

max
(

∥

∥m−
a

∥

∥

Lp(Ω)
,
∥

∥m−
b

∥

∥

Lp(Ω)

)

≤ cγ,p,a,b

(

∫ b
a m

+(t)δΩ(t)dt
)1+γ

(

∫ b
a m

+(t)dt
)γ , where

cγ,p,a,b :=
γγ

(γ + 1)γ+1

(1− γp′)1/p
′

(b− a)γ+1/p′
,

then (1.2) has a solution u ∈ C1 (Ω)∩C
(

Ω
)

; and u ∈W 2,q (Ω)∩P ◦, q > 1,

whenever Kδ−γ
Ω ∈ Lr (Ω) with r > 1.

(ii) If

max

(
∫ b

a
m−

a (t)dt,

∫ b

a
m−

b (t)dt

)

<

∫ b

a
m+ (t) δΩ (t) dt,

then (1.2) has a solution u ∈ W 2,q (Ω) ∩ P ◦, q > 1, for all γ ∈ (0, γ0] and
some γ0 > 0.
(iii) If (1.2) has a solution u ∈W 2,q (Ω), q > 1, then

∫ b

a
m− (t) δΩ (t) dt <

∫ b

a
m+ (t) δΩ (t) dt.

4 The N-dimensional problem

We consider now the case of a smooth bounded domain R
N , N ≥ 2. We

shall denote

BR :=
{

x ∈ R
N : |x| < R

}

,

ωN−1 := surface area of the unit sphere ∂B1 in R
N ,

diam (Ω) := sup
x,y∈Ω

|x− y| ,

P ◦ := interior of the positive cone of C1
(

Ω
)

.

Since all the proofs in this section are natural adaptations of the proofs in the
one-dimensional case, we shall only give the minor changes that are needed.
For simplicity in the first theorem we shall assume that M ∈ L∞(Ω).

Theorem 4.1. Let 0 ≤ K ∈ Lp (Ω), p > N , and let 0 ≤ M ∈ L∞ (Ω).
Assume α = γ and let cΩ and CΩ be given by Lemma 2.2. If γ ∈ (0, 1/N)
and

‖M‖L∞(Ω) < cΩ,γ,N

(∫

ΩK (x) δΩ (x) dx
)1+γ

‖K‖γ
Lp(Ω)

, where (4.1)

cΩ,γ,N :=

(

cΩ
CΩ

)1+γ γγ

(γ + 1)γ+1

(

2

diam (Ω)

)γ 1
∥

∥

∥
δ−γ
Ω

∥

∥

∥

LN (Ω)

,
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then (1.1) has a solution u ∈ C1 (Ω)∩C
(

Ω
)

for all λ ≤ 1; and u ∈W 2,q (Ω)∩

P ◦, q > N , whenever Kδ−γ
Ω ∈ Lr (Ω) with r > N . In particular, if Ω := BR

then

cΩ,γ,N ≥

(

cΩ
CΩ

)1+γ γγ

(γ + 1)γ+1

1

R

(

1− γN

ωN−1

)1/N

. (4.2)

Proof. For γ ∈ (0, 1/N) we pick q ∈ (N, 1/γ) and we set

τ :=
2

CΩ ‖K‖Lp(Ω) diam (Ω)
, µ := τCΩ ‖M‖L∞(Ω)

∥

∥

∥
δ−γ
Ω

∥

∥

∥

Lq(Ω)
,

β := τcΩ

∫

Ω
K (x) δΩ (x) dx, r := (µγ)1/(γ+1) , d := rδΩ,

C :=
{

v ∈ C
(

Ω
)

: d ≤ v ≤ τS (K) in Ω
}

.

Taking into account Lemma 2.2 we find that S (τK) ≤ 1 in Ω and also

S (τK) ≥ βδΩ and

S
(

τMd−γ
)

≤ τ ‖M‖L∞(Ω) S
(

d−γ
)

≤ µr−γδΩ in Ω.

On the other hand, we may fix q close enough to N so that (4.1) implies
that

µ ≤ β1+γ γγ

(γ + 1)γ+1 .

For v ∈ C define now u := τS (K −Mv−γ). Taking into account the afore-
mentioned facts we derive that

τS (K) ≥ u ≥ τS
(

K −Md−γ
)

≥
(

β − µr−γ
)

δΩ =

(µγ)1/(γ+1)

(

β

(µγ)1/(γ+1)
−

1

γ

)

δΩ ≥ (µγ)1/(γ+1)

(

γ + 1

γ
−

1

γ

)

δΩ = d

in Ω and hence u ∈ C. Furthermore, since γ < 1/N and v ≥ d it holds that
v → K −Mv−γ is continuous from C

(

Ω
)

into Ls (Ω) for some s > N , and
then the proof can be continued as the proof of Theorem 3.1 (i).

Finally, if Ω := BR, using polar coordinates one can see that

∥

∥

∥
δ−γ
Ω

∥

∥

∥

N

LN (Ω)
= ωN−1

∫ R

0
rN−1 (R− r)−γN dr ≤

ωN−1R
N−1

∫ R

0
r−γNdr =

ωN−1

1− γN
RN(1−γ)

which in turn yields (4.2). �

With the same proof as in the previous section we deduce the
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Corollary 4.2. Let K, M and γ be as in Theorem 4.1, and let α > γ.
Then there exists λ0 > 0 such that the problem (1.1) has a solution u ∈
C1 (Ω) ∩ C

(

Ω
)

for all λ ≤ λ0; and u ∈ W 2,q (Ω) ∩ P ◦, q > N , whenever
Kδ−α

Ω ∈ Lr (Ω) with r > N .

Let M := {x ∈ Ω :M (x) > 0}. We also have

Theorem 4.3. Let α, γ > 0 and let 0 ≤ K,M ∈ Lp (Ω), p > N , and
M ∈ C (Ω). Let cΩ and CΩ be given by Lemma 2.2. Suppose that M ⊂ Ω
and that

‖M‖Lp(Ω) <
cΩ
CΩ

∫

Ω
K (x) δΩ (x) dx.

Then there exists

λ0 ≥ (dist (M, ∂Ω))γ

(

cΩ
∫

ΩKδΩ − CΩ ‖M‖γLp(Ω)

)γ

(

diam(Ω)
2

(

CΩ ‖K‖Lp(Ω) − cΩ
∫

ΩMδΩ

))α 1+γ

1+α

such that for all λ ≤ λ0 the problem (1.1) has a solution u ∈ C1 (Ω)∩C
(

Ω
)

;

and u ∈W 2,q (Ω)∩P ◦, q > N , whenever Kδ−α
Ω ,Mδ−γ

Ω ∈ Lr (Ω) with r > N .

Proof. The proof follows as in Theorem 3.4 defining now

µ :=

(

diam (Ω)

2

(

CΩ ‖K‖Lp(Ω) − cΩ

∫

Ω
MδΩ

))α

β :=

(

dist (M, ∂Ω)

(

cΩ

∫

Ω
KδΩ − CΩ ‖M‖Lp(Ω)

))γ

. �

Theorem 4.4. Let 0 < α ≤ γ and let CΩ be given by Lemma 2.2. Suppose
for some λ > 0 (1.1) has a solution u ∈W 2,q (Ω), q > N . Then

λ <

(

diam (Ω)

2
CΩ (α+ 1) ‖K‖Lp(Ω)

)
γ−α

α+1

inf
Ω

(

S (K)

S (M)

)

. (4.3)

Proof. Suppose u is a solution of (1.1) for some λ > 0. Employing
Lemma 2.2 and the positivity of S and arguing as in Theorem 3.5 we can
prove that

‖u‖∞ ≤

(

diam (Ω)

2
CΩ (α+ 1) ‖K‖Lp(Ω)

)1/(α+1)

and

λ < ‖u‖γ−α
∞ inf

Ω

(

S (K)

S (M)

)

and this gives (4.3). �

Remark 4.5. Let us note that the statement in Remark 3.6 is clearly also
valid for the N -dimensional problem. �
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Corollary 4.6. Let m ∈ Lp (Ω) with p > N and m− ∈ L∞ (Ω). Let cΩ and
CΩ be given by Lemma 2.2.
(i) If γ ∈ (0, 1/N) and

∥

∥m−
∥

∥

L∞(Ω)
< cΩ,γ,N

(∫

Ωm
+ (x) δΩ (x) dx

)1+γ

‖m+‖γLp(Ω)

, where

cΩ,γ,N :=

(

cΩ
CΩ

)1+γ γγ

(γ + 1)γ+1

(

2

diam (Ω)

)γ 1
∥

∥

∥
δ−γ
Ω

∥

∥

∥

LN (Ω)

,

then (1.2) has a solution u ∈ C1 (Ω)∩C
(

Ω
)

; and u ∈W 2,q (Ω)∩P ◦, q > N ,

whenever m+δ−γ
Ω ∈ Lr (Ω) with r > N . In particular, if Ω := BR then

cΩ,γ,N ≥

(

cΩ
CΩ

)1+γ γγ

(γ + 1)γ+1

1

R

(

1− γN

ωN−1

)1/N

.

(ii) If (1.2) has a solution u ∈W 2,q (Ω) with q > N , then S (m) > 0 in Ω.
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