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Abstract
In this paper we study the impact of combining ac-
tive learning with bootstrapping to grow a small an-
notated corpus from a different, unannotated cor-
pus. The intuition underlying our approach is that
bootstrapping includes instances that are closer to
the generative centers of the data, while discrimina-
tive approaches to active learning include instances
that are closer to the decision boundaries of classi-
fiers.
We build an initial model from the original anno-
tated corpus, which is then iteratively enlarged by
including both manually annotated examples and
automatically labelled examples as training exam-
ples for the following iteration. Examples to be an-
notated are selected in each iteration by applying
active learning techniques.
We show that intertwining an active learning com-
ponent in a bootstrapping approach helps to over-
come an initial bias towards a majority class, thus
facilitating adaptation of a starting dataset towards
the real distribution of a different, unannotated cor-
pus.

1 Introduction and Motivation
Verbal sense disambiguation (VSD) is a crucial task for deep
language processing tasks, specially those that could bene-
fit from information provided by subcategorization frames,
like machine translation, question answering or information
extraction. In recent years VSD has achieved major im-
provements in performance, at least for English, where big
annotated corpora are available and with thorough studies
on characterization of examples [Chen and Palmer, 2009;
Croce et al., 2012; Kawahara and Palmer, 2014].

However, the distribution of senses is imbalanced, for verb
senses as it is for all natural language phenomena, follow-
ing Zipf’s law [Zipf, 1949]. This implies that many verbs or
verbal senses occur infrequently, and therefore examples for
such cases are few in annotated corpora. Semi-supervised ap-
proaches like bootstrapping are useful to grow a small train-
ing corpus, but have a strong bias towards what they already
know, thus not including examples of rare cases that were not

included in the starting corpus, or even discarding minority
distinctions if better accuracy figures can be obtained by as-
signing all examples to a majority class. This is even more
acute when we try to adapt a starting model to a different cor-
pus: most likely, only examples from the majority class will
be found.

To prevent bootstrapping methods from falling into this
bias and recognizing the actual distribution of senses in the
new corpus, some sort of guiding mechanism has to be in-
troduced. What we propose in this paper is to resort to ac-
tive learning techniques as a complement to bootstrapping
to recognize new and minority senses, and help grow minor-
ity classes. Active learning has shown to be useful in verbal
sense disambiguation for English [Chen et al., 2006].

The rest of the paper is organized as follows. In the next
section we describe some relevant work that addresses the
problem of VSD and WSD using semi-supervised methods.
Then, in section 3 we detail the iterative bootstrapping algo-
rithm we use on our set of experiments, and how it is com-
plemented by active learning techniques. In section 4 we
present the experiments and results we achieve in both boot-
strap alone and combined with active learning. Finally, we
conclude with some remarks and our lines of current and fu-
ture work.

2 Relevant Work
This work builds on two main areas of previous work: boot-
strapping techniques and active learning as applied to word
sense disambiguation and verbal sense disambiguation. We
analyze them in what follows.

The landmark work on bootstrapping for word sense dis-
ambiguation is the 1995 Yarowsky paper [Yarowsky, 1995].
In his work, Yarowsky builds a disambiguation model based
on the words co-occurring with manually labeled examples.
Then, this model is applied to unlabeled examples. Examples
that can be assigned a sense by the model are then incorpo-
rated as training examples, and a new model is trained. This
process is iteratively applied until a termination condition is
reached, namely, no new examples can be assigned a sense or
the reliability of the evidence found by the model is too low.
After each iteration, the resulting model has arguably bigger
coverage than previous versions. Therefore, this method is
useful to build a real-life tool out of a limited number of ex-
amples.



Ye and Baldwin [Ye and Baldwin, 2006], use SPs extracted
with a Semantic Role Labeler (SRL) for VSD. Their VSD
framework is based upon three components: extraction of
disambiguating features, selection of the best disambiguat-
ing feature with respect to unknown data and the tuning of
the machine learner’s parameters. For their study they use a
Maximum Entropy algorithm [Berger et al., 1996].

Another work on English VSD is the one by [Chen
and Palmer, 2009], presenting a high-performance broad-
coverage supervised word sense disambiguation (WSD) sys-
tem for English verbs that uses linguistically motivated fea-
tures and a smoothed maximum entropy machine learning
model. [Kawahara and Palmer, 2014] presented a supervised
method for verb sense disambiguation based on VerbNet.
Contrary to the most common VSD methods, which create
a classifier for each verb that reaches a frequency threshold,
they created a single classifier to be applied to rare or unseen
verbs in a new text. Their classifier also exploits generalized
semantic features of a verb and its modifiers in order to better
deal with rare or unseen verbs.

[Chen et al., 2006] show that Active Learning for verbal
sense disambiguation for English is useful, sometimes reduc-
ing by half the amount of examples needed to achieve a cer-
tain accuracy, but tends to suffer from overfitting. They pro-
pose to deal with overfitting by dimensionality reduction via
feature extraction. In our approach, we expect that the sheer
amount of examples introduced by bootstrapping will help
reduce overfitting.

[Dligach and Palmer, 2011] explore the benefits of using an
unsupervised language model to select rare examples in cases
of a skewed distribution of classes, with successful results.
This language model is acting as a density estimation method
to locate generative sources of examples, thus overcoming the
bias of discriminative methods towards majority classes in
skewed distributions.

In our approach we explore the combination of bootstrap
as a density estimation method and a classical discriminative
method, uncertainty sampling, to overcome the majority class
bias while keeping a good learning rate.

3 Combining bootstrapping and active
learning

The intuition underlying our approach is that bootstrapping
and active learning can complement each other. Bootstrap-
ping builds upon certainties of the classifier, thus incorpo-
rates examples that are similar to already known examples.
Conversely, active learning, or at least discriminative ap-
proaches to active learning (as opposed to density estimation
approaches like [Xu et al., 2003]) tend to incorporate exam-
ples that are most dissimilar to already known examples. In
other words, bootstrapping finds instances that are closer to
the generative centers of the data, while active learning finds
instances that are closer to the decision boundary of the clas-
sifier.

In our approach we combine classical bootstrapping with
an active learning method called uncertainty sampling. Un-
certainty sampling is one of many pool-based approaches that
rank unannotated examples by their expected value if anno-

tated by a human oracle. In uncertainty sampling, examples
where the automated classifier is most uncertain are ranked
higher. Then, the n top ranking examples are provided for a
human judge to annotate.

Our algorithm starts from an initial annotated corpus, 20%
of which is reserved for testing and the remaining 80% is used
as a starting training corpus. We learn a classification model
from this training set and apply it to a large unannotated cor-
pus. The classifier predicts a class with certain confidence
for each instance. If the confidence of the classifier is over
a given threshold, that instance is automatically added to the
annotated corpus as a new example, with the predicted class
as the label. This is the bootstrapping approach to growing
the annotated corpus.

Instances are also ranked by inverse certainty order, and the
n instances with least certainty are provided to a human judge
to annotate. This is the uncertainty sampling, active learning
approach to growing the annotated corpus.

With the new annotated corpus (the annotated corpus from
the last iteration plus the new instances of this iteration), we
use the information and get new features to train a new model,
starting a new iteration of the method.

Before running each iteration, we evaluate the new train-
ing model using 10-fold cross-validation on the training set
accumulated to that moment. If the accuracy obtained by
cross-validation is below a certain threshold, iterations are
terminated. Another stopping criterion is when the algorithm
reaches a user-defined number of iterations. If no stopping
criterion is met, we use the new model for the next iteration.

When all the iterations have finished we classify the test in-
stances with the model from the last model to asses the impact
of the initial model against the last model in the test corpus.

4 Experiments
We used a SVM classifier with a feature selection preprocess,
which, as pointed out by [Chen and Palmer, 2009], improves
the performance of the classifier by eliminating the tendency
to overfitting. As a baseline we classified all the instances
are classified as the most frequent sense. This baseline is
specially interesting because one of the drawbacks of having
bootstrap as an automatic approach is the bias towards the
most frequent class which is common place in skewed distri-
bution. In our corpus, in average, the most frequent sense of
each verb took about 65% of the examples before bootstrap
was applied, and 75% afterwards.

The annotated corpus for the initial model is SenSem
[Alonso et al., 2007], a corpus of verb senses for Spanish,
with manually annotated examples for the 250 most frequent
verbs of Spanish. We discard those lemmas with a single
sense, roughly 10% of the lemmas. The corpus is prepro-
cessed using Freeling [Padró and Stanilovsky, 2012] to ob-
tain information on chunks, syntactic functions and depen-
dency triples that makes the annotated examples comparable
to unannotated examples. The unannotated corpus is the Wi-
kicorpus [Reese et al., 2010], also preprocessed with Freel-
ing.

In each iteration of the VSD Algorithm, we use the previ-
ous model to classify a randomly selected sample of instances



Verb Accuracy Precision Recall
Before After Before After Before After

abrir 55.00 80.00 0.54 0.84 0.55 0.80
acercar 61.90 90.48 0.59 0.93 0.62 0.91
dedicar 56.00 88.00 0.56 0.89 0.56 0.88
detener 76.00 96.00 0.72 0.97 0.76 0.96

encontrar 73.91 100.00 0.76 1.00 0.74 1.00
hallar 52.17 86.96 0.52 0.91 0.52 0.87

interpretar 44.00 80.00 0.42 0.85 0.44 0.80
ir 63.64 81.82 0.57 0.85 0.64 0.82

limitar 82.61 100.00 0.81 1.00 0.83 1.00
seguir 57.14 85.71 0.59 0.89 0.57 0.86

Table 1: Classifier results before and after bootstrapping task

from the unannotated corpus. We had to use a sample rather
than the whole corpus for reasons of hardware limitations.
However, we feel the random sampling reflects the behavior
of the totality of the unannotated corpus, since this instances
are randomly selected in each iteration.

4.1 Features
We discarded information about semantic roles and con-
stituents that was provided by the annotated corpus, because
we cannot provide such information for the unannotated cor-
pus, and annotated and unannotated examples would be in-
comparable. We then choose to parse both corpuses with
Freeling to use chunks, syntactic functions, and dependency
triples Freeling returned, besides the bags-of-ngrams both
corpus already provided; this way we were able to get a richer
set of features than just bags-of-ngrams. The selected fea-
tures for the final experiments were: bags-of-ngrams (uni-
grams, bigrams and trigrams), chunks, syntactic functions,
and dependency triples. Features were also filtered so only
those appearing a minimum of 5 times in the annotated cor-
pus were used for the experiments. This provides a reduction
of dimensionality that makes the problem more tractable and
less prone to overfitting.

4.2 Bootstrapping approach
For the bootstrapping task we set a threshold confidence of
90% to automatically add a new example. The threshold ac-
curacy to stop the iterations after the 10-fold cross-validation
was set on 50% and the maximum amount of iterations was
set to 10.

Figure 1 shows the average accuracy of the classifier before
and after applying bootstrap, without an active learning com-
ponent, together with the baseline. As we can observe from
the Figure, the performance is improved importantly, above
the most frequent class baseline.

Table 1 shows the detail of the accuracy for some of the
verbs, before and after the bootstrap iterations. As we can
see, these verbs achieve quite better results taking advantage
of new automatically added examples.

4.3 Bootstrapping with active learning
When combined with active learning, in each iteration we
included not only automatically selected examples (the ones
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Figure 1: Mean of the accuracies obtained for all lemmas be-
fore (initial) and after (final) the 10 bootstrapping iterations,
and the accuracy of the most frequent sense baseline.

where the classifier showed more certainty) but also manually
annotated examples. In each iteration, the human judge was
provided with the 10 examples with lowest certainty to an-
notate. This manual annotation was carried out for only 4 of
the verb lemmas in SenSem: apuntar (point out, note down),
creer (believe), escuchar (listen, hear) and hablar (speak).

In Figure 2 we can compare the performance of bootstrap-
ping alone and bootstrapping with the active learning compo-
nent. From the plot in the left we can see that the accuracy
of bootstrapping alone is overall above the accuracy of boost-
rapping with active learning added. This results seem to indi-
cate that active learning is actually introducing a decrease in
performance by comparison to bootstrap alone. However, we
can also see that root mean squared error is reduced if active
learning is added to bootstrapping. We can understand this
with the more detailed error analysis that follows.

In Figure 3 we can see the detail of the f-scores obtained
for three verbs for which we carried out manual annotation
with active learning. The fourth verb is not displayed be-
cause only one of its senses was represented in the annotated
examples. F-scores are displayed to represent accuracies by
class, in this case, by sense. In these plots we can see that
when active learning was included, the classifier was able to
distinguish more senses than those in the starting corpus, thus
effectively adapting to the new, unannotated corpus. In some
case, senses that were distinguished by the bootstrap only ap-
proach showed a decrease in f-measure in the boostrap-and-
active-learning approach, but this decrease was not dramatic.

A detail of confusion matrices before and after the itera-
tions with bootstrap and active learning can be seen in Fig-
ure 4. In these matrices we can see that initially the clas-
sifier classified most of the examples in the majority class,
achieving an accuracy of 68%. After the 10 iterations with
bootstrap and uncertainty sampling, the performance dropped
more than 10 points, to 56%, but the bias towards the major-
ity class was gone, and instances were classified more evenly



across classes, with many instances classified in the classes
where they actually belonged. So, even if accuracy decreased,
we obtained a qualitative improvement in performance and
successfully recognized classes that were actually present in
the new corpus, and not in the starting corpus.

5 Conclusions and Future Work
In this paper we present an initial approach to combine boot-
srapping and active learning to adapt a verbal sense disam-
biguation classifier from a small annotated corpus to a bigger,
unannotated corpus. This combination of techniques is capa-
ble of recognizing minority senses in the new corpus, even if
it implies losing some overall accuracy.

Future work includes experiments where examples will
be characterized by richer features, including semantic roles
and synsets of verb constituents, in the line of [Kawahara
and Palmer, 2014], [Ye and Baldwin, 2006] and [Chen and
Palmer, 2009].
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Figure 2: Mean accuracy (left) and error (right) of different iterations of bootstraping with (circles) and without (squares) active
learning.

Figure 3: F-score obtained for each of the senses for ambiguous lemmas, across iterations, with and without active learning.



a b c d e f g h i j <-- classified as
0 0 0 0 6 0 1 0 0 0 | a = apuntar-1
0 4 0 0 6 0 0 0 0 0 | b = apuntar-10
0 0 0 0 4 0 0 0 0 0 | c = apuntar-2
0 0 0 0 4 0 0 0 0 0 | d = apuntar-3
0 1 0 0 61 0 0 0 0 0 | e = apuntar-4
0 0 0 0 0 0 1 0 0 0 | f = apuntar-5
0 1 0 0 1 0 3 0 1 0 | g = apuntar-6
0 0 0 0 0 0 0 0 0 0 | h = apuntar-7
0 0 0 0 0 0 3 0 0 0 | i = apuntar-8
0 0 0 0 1 0 0 0 1 0 | j = apuntar-9

a b c d e f g h i j k <-- classified as
7 2 0 1 0 9 0 0 0 0 0 | a = apuntar-1
0 15 0 9 0 13 0 0 0 0 0 | b = apuntar-10
0 3 0 2 0 0 0 0 0 0 0 | c = apuntar-11
0 10 0 10 0 10 0 2 0 0 0 | d = apuntar-2
0 0 0 1 0 6 0 0 0 0 0 | e = apuntar-3
0 12 0 3 0 84 0 3 0 0 0 | f = apuntar-4
0 0 0 0 0 1 0 1 0 1 0 | g = apuntar-5
0 2 0 0 0 2 0 15 0 1 0 | h = apuntar-6
0 0 0 0 0 1 0 0 0 0 0 | i = apuntar-7
0 0 0 0 0 2 0 2 0 2 0 | j = apuntar-8
1 0 0 0 0 1 0 1 0 0 0 | k = apuntar-9

Figure 4: Confusion matrices with the results of classification of the test corpus in the starting and final iterations of the
bootstrapping and active learning approach for the verb “apuntar”, showing the classification of instances across different
senses in the last iteration, in contrast with the classification of most instances in the majority sense in the first iteration.


