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Preface

Our goal in writing this Second Edition of Low-Speed Aerodynamics remains the
same, to present a comprehensive and up-to-date treatment of the subject of inviscid, incom-
pressible, and irrotational aerodynamics. It is still true that for most practical aerodynamic
and hydrodynamic problems, the classical model of a thin viscous boundary layer along
a body’s surface, surrounded by a mainly inviscid flowfield, has produced important engi-
neering results. This approach requires first the solution of the inviscid flow to obtain the
pressure field and consequently the forces such as lift and induced drag. Then, a solution
of the viscous flow in the thin boundary layer allows for the calculation of the skin friction
effects.

The First Edition provides the theory and related computational methods for the solution
of the inviscid flow problem. This material is complemented in the Second Edition with
a new Chapter 14, “The Laminar Boundary Layer,” whose goal is to provide a modern
discussion of the coupling of the inviscid outer flow with the viscous boundary layer. First,
an introduction to the classical boundary-layer theory of Prandtl is presented. The need for an
interactive approach (to replace the classical sequential one) to the coupling is discussed and
a viscous—inviscid interaction method is presented. Examples for extending this approach,
which include transition to turbulence, are provided in the final Chapter 15.

In addition, updated versions of the computational methods are presented and several
topics are improved and updated throughout the text. For example, more coverage is given of
aerodynamic interaction problems such as multiple wings, ground effect, wall corrections,
and the presence of a free surface.

We would like to thank Turgut Sarpkaya of the Naval Postgraduate School and H. K.
Cheng of USC for their input in Chapter 14 and particularly Mark Drela of MIT who
provided a detailed description of his solution technique, which formed the basis for the
material in Sections 14.7 and 14.8. Finally, we would like to acknowledge the continuing
love and support of our wives, Hilda Katz and Selena Plotkin.
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Preface to the First Edition

Our goal in writing this book is to present a comprehensive and up-to-date treat-
ment of the subject of inviscid, incompressible, and irrotational aerodynamics. Over the
last several years there has been a widespread use of computational (surface singularity)
methods for the solution of problems of concern to the low-speed aerodynamicist and a
need has developed for a text to provide the theoretical basis for these methods as well as
to provide a smooth transition from the classical small-disturbance methods of the past to
the computational methods of the present. This book was written in response to this need.
A unique feature of this book is that the computational approach (from a single vortex el-
ement to a three-dimensional panel formulation) is interwoven throughout so that it serves
as a teaching tool in the understanding of the classical methods as well as a vehicle for the
reader to obtain solutions to complex problems that previously could not be dealt with in
the context of a textbook. The reader will be introduced to different levels of complexity in
the numerical modeling of an aerodynamic problem and will be able to assemble codes to
implement a solution.

We have purposely limited our scope to inviscid, incompressible, and irrotational aero-
dynamics so that we can present a truly comprehensive coverage of the material. The book
brings together topics currently scattered throughout the literature. It provides a detailed pre-
sentation of computational techniques for three-dimensional and unsteady flows. It includes
a systematic and detailed (including computer programs) treatment of two-dimensional
panel methods with variations in singularity type, order of singularity, Neumann or Dirich-
let boundary conditions, and velocity or potential-based approaches.

This book is divided into three main parts. In the first, Chapters 1-3, the basic theory is
developed. In the second part, Chapters 48, an analytical approach to the solution of the
problem is taken. Chapters 4, 5, and 8 deal with the small-disturbance version of the problem
and the classical methods of thin-airfoil theory, lifting line theory, slender wing theory, and
slender body theory. In this part exact solutions via complex variable theory and perturbation
methods for obtaining higher-order small disturbance approximations are also included.
The third part, Chapters 9—14, presents a systematic treatment of the surface singularity
distribution technique for obtaining numerical solutions for incompressible potential flows.
A general methodology for assembling a numerical solution is developed and applied to a
series of increasingly complex aerodynamic elements (two-dimensional, three-dimensional,
and unsteady problems are treated).

The book is designed to be used as a textbook for a course in low-speed aerodynamics at
either the advanced senior or first-year graduate levels. The complete text can be covered in
a one-year course and a one-quarter or one-semester course can be constructed by choosing
the topics that the instructor would like to emphasize. For example, a senior elective course
which concentrated on two-dimensional steady aerodynamics might include Chapters 1-3,
4,5,9, 11, 8, 12, and 14. A traditional graduate course which emphasized an analytical
treatment of the subject might include Chapters 1-3, 4, 5-7, 8, 9, and 13 and a course which
emphasized a numerical approach (panel methods) might include Chapters 1-3 and 9-14
and a treatment of pre- and postprocessors. It has been assumed that the reader has taken

XV



XVvi Preface to the First Edition

a first course in fluid mechanics and has a mathematical background which includes an
exposure to vector calculus, partial differential equations, and complex variables.

We believe that the topics covered by this text are needed by the fluid dynamicist because
of the complex nature of the fluid dynamic equations which has led to a mainly experimental
approach for dealing with most engineering research and development programs. In a wider
sense, such an approach uses tools such as wind tunnels or large computer codes where the
engineer/user is experimenting and testing ideas with some trial and error logic in mind.
Therefore, even in the era of supercomputers and sophisticated experimental tools, there is
a need for simplified models that allow for an easy grasp of the dominant physical effects
(e.g., having a simple lifting vortex in mind, one can immediately tell that the first wing in
a tandem formation has the larger lift).

For most practical acrodynamic and hydrodynamic problems, the classical model of a thin
viscous boundary layer along a body’s surface, surrounded by a mainly inviscid flowfield,
has produced important engineering results. This approach requires first the solution of
the inviscid flow to obtain the pressure field and consequently the forces such as lift and
induced drag. Then, a solution of the viscous flow in the thin boundary layer allows for
the calculation of the skin friction effects. This methodology has been used successfully
throughout the twentieth century for most airplane and marine vessel designs. Recently, due
to developments in computer capacity and speed, the inviscid flowfield over complex and
detailed geometries (such as airplanes, cars, etc.) can be computed by this approach (panel
methods). Thus, for the near future, since these methods are the main tools of low-speed
aerodynamicists all over the world, a need exists for a clear and systematic explanation
of how and why (and for which cases) these methods work. This book is one attempt to
respond to this need.

We would like to thank graduate students Lindsey Browne and especially Steven Yon
who developed the two-dimensional panel codes in Chapter 11 and checked the integrals in
Chapter 10. Allen Plotkin would like to thank his teachers Richard Skalak, Krishnamurthy
Karamcheti, Milton Van Dyke, and Irmgard Flugge-Lotz, his parents Claire and Oscar for
their love and support, and his children Jennifer Anne and Samantha Rose and especially
his wife Selena for their love, support, and patience. Joseph Katz would like to thank his
parents Janka and Jeno, his children Shirley, Ronny, and Danny, and his wife Hilda for their
love, support, and patience. The support of the Low-Speed Aerodynamic Branch at NASA
Ames is acknowledged by Joseph Katz for their inspiration that initiated this project and
for their help during past years in the various stages of developing the methods presented
in this book.



CHAPTER 1

Introduction and Background

The differential equations that are generally used in the solution of problems rel-
evant to low-speed aerodynamics are a simplified version of the governing equations of
fluid dynamics. Also, most engineers when faced with finding a solution to a practical aero-
dynamic problem, find themselves operating large computer codes rather than developing
simple analytical models to guide them in their analysis. For this reason, it is important to
start with a brief development of the principles upon which the general fluid dynamic equa-
tions are based. Then we will be in a position to consider the physical reasoning behind the
assumptions introduced to generate simplified versions of the equations that still correctly
model the aerodynamic phenomena being studied. It is hoped that this approach will give
the engineer the ability to appreciate both the power and the limitations of the techniques
that will be presented in this text. In this chapter we will derive the conservation of mass and
momentum balance equations and show how they are reduced to obtain the equations that
will be used in the rest of the text to model flows of interest to the low-speed aerodynamicist.

1.1 Description of Fluid Motion

The fluid being studied here is modeled as a continuum, and infinitesimally small
regions of the fluid (with a fixed mass) are called fluid elements or fluid particles. The
motion of the fluid can be described by two different methods. One adopts the particle point
of view and follows the motion of the individual particles. The other adopts the field point
of view and provides the flow variables as functions of position in space and time.

The particle point of view, which uses the approach of classical mechanics, is called the
Lagrangian method. To trace the motion of each fluid particle, it is convenient to introduce
a Cartesian coordinate system with the coordinates x, y, and z. The position of any fluid
particle P (see Fig. 1.1) is then given by

x = xp(xo, Y0, 20, 1)
y = yp(X0, Y0, 20, 1) (1.1)
Z = zp(Xo0, Y0, 20, 1)

where (xg, Yo, 20) is the position of P at some initial time = 0. (Note that the quantity
(x0, Yo, zo) represents the vector with components xg, yo, and z¢.) The components of the
velocity of this particle are then given by

u=0x/0t
v=23y/dt (1.2)
w = dz/0t

and those of the acceleration by
a, = 8%x /912
ay = 8%y /ot? (1.3)
a, = 3%z/0t?

1



2 1/ Introduction and Background

Trajectory of
a particle

Figure 1.1 Particle trajectory lines in a steady-state flow over an airfoil as viewed from a body-fixed
coordinate system.

The Lagrangian formulation requires the evaluation of the motion of each fluid particle.
For most practical applications this abundance of information is neither necessary nor useful
and the analysis is cumbersome.

The field point of view, called the Eulerian method, provides the spatial distribution of
flow variables at each instant during the motion. For example, if a Cartesian coordinate
system is used, the components of the fluid velocity are given by

u ZM(xvyvzat)
v=uv(x,y,2,1) (1.4)

wa('x’yﬂzat)

The Eulerian approach provides information about the fluid variables that is consistent
with the information supplied by most experimental techniques and that is in a form ap-
propriate for most practical applications. For these reasons the Eulerian description of fluid
motion is the most widely used.

1.2 Choice of Coordinate System

For the following chapters, when possible, primarily a Cartesian coordinate system
will be used. Other coordinate systems such as curvilinear, cylindrical, spherical, etc. will be
introduced and used if necessary, mainly to simplify the treatment of certain problems. Also,
from the kinematic point of view, a careful choice of a coordinate system can considerably
simplify the solution of a problem. As an example, consider the forward motion of an airfoil,
with a constant speed Uy, in a fluid that is otherwise at rest —as shown in Fig. 1.1. Here, the
origin of the coordinate system is attached to the moving airfoil and the trajectory of a fluid
particle inserted at point Py at = 0 is shown in the figure. By following the trajectories of
several particles a more complete description of the flowfield is obtained in the figure. It is
important to observe that for a constant-velocity forward motion of the airfoil, in this frame
of reference, these trajectory lines become independent of time. That is, if various particles
are introduced at the same point in space, then they will follow the same trajectory.

Now let us examine the same flow, but from a coordinate system that is fixed relative to
the undisturbed fluid. At r = 0, the airfoil was at the right side of Fig. 1.2 and as a result
of its constant-velocity forward motion (with a speed Uy, toward the left side of the page),
later at t+ = ¢, it has moved to the new position indicated in the figure. A typical particle’s
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Particle trajectory -
Airfoil position
Airfoil position at t = ¢,

Figure 1.2  Particle trajectory line for the airfoil of Fig. 1.1 as viewed from a stationary inertial frame.

trajectory line between ¢ = 0 and ¢ = #;, for this case, is shown in Fig. 1.2. The particle’s
motion now depends on time, and a new trajectory has to be established for each particle.
This simple example depicts the importance of good coordinate system selection. For
many problems where a constant velocity and a fixed geometry (with time) are present, the
use of a body-fixed frame of reference will result in a steady or time-independent flow.

1.3 Pathlines, Streak Lines, and Streamlines

Three sets of curves are normally associated with providing a pictorial description
of a fluid motion: pathlines, streak lines, and streamlines.

Pathlines: A curve describing the trajectory of a fluid element is called a pathline or a
particle path. Pathlines are obtained in the Lagrangian approach by an integration of the
equations of dynamics for each fluid particle. If the velocity field of a fluid motion is given
in the Eulerian framework by Eq. (1.4) in a body-fixed frame, the pathline for a particle at Py
in Fig. 1.1 can be obtained by an integration of the velocity. For steady flows the pathlines
in the body-fixed frame become independent of time and can be drawn as in the case of
flow over the airfoil shown in Fig. 1.1.

Streak Lines: In many cases of experimental flow visualization, particles (e.g., dye or
smoke) are introduced into the flow at a fixed point in space. The line connecting all of these
particles is called a streak line. To construct streak lines using the Lagrangian approach,
draw a series of pathlines for particles passing through a given point in space and, at a
particular instant in time, connect the ends of these pathlines.

Streamlines: Another set of curves can be obtained (at a given time) by lines that are
parallel to the local velocity vector. To express analytically the equation of a streamline at
a certain instant of time, at any point P in the fluid, the velocity' q must be parallel to the
streamline element d1 (Fig. 1.3). Therefore, on a streamline:

qxdl=0 (1.5)

If the velocity vector is q = (u, v, w), then the vector equation (Eq. (1.5)) reduces to the
following scalar equations:

wdy—vdz=0
udz—wdx =0 (1.6)
vdx —udy =0
or in a differential equation form:
d d d
2D (1.6a)
u v w

! Bold letters in this book represent vectors.
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Streamline

Figure 1.3 Description of a streamline.

In Eq. (1.6a), the velocity (u, v, w) is a function of the coordinates and of time. However,
for steady flows the streamlines are independent of time and streamlines, pathlines, and
streak lines become identical, as shown in Fig. 1.1.

1.4 Forces in a Fluid

Prior to discussing the dynamics of fluid motion, the types of forces that act on a
fluid element should be identified. Here, we consider forces such as body forces per unit
mass f and surface forces resulting from the stress vector t. The body forces are independent
of any contact with the fluid, as in the case of gravitational or magnetic forces, and their
magnitude is proportional to the local mass.

To define the stress vector t at a point, consider the force F acting on a planar area S
(shown in Fig. 1.4) with n being an outward normal to S. Then

. F
t=lim (—)
s—>0\ S

To obtain the components of the stress vector consider the force equilibrium on an infinites-
imal tetrahedral fluid element, shown in Fig. 1.5. According to Batchelor'! (p. 10) this
equilibrium yields the components in the x;, x,, and x3 directions:

3
[l:Zlel’l], l:1,2,3 (17)
j=1

where the subscripts 1, 2, and 3 denote the three coordinate directions. A similar treatment
of the moment equilibrium results in the symmetry of the stress vector components so that
Tij = Tji.

These stress components 7;; are shown schematically on a cubical element in Fig. 1.6.
Note that 7;; acts in the x; direction on a surface whose outward normal points in the
x; direction. This indicial notation allows a simpler presentation of the equations, and the

n A

Figure 1.4 Force F acting on a surface S.
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X3

X2

X1
Figure 1.5 Tetrahedral fluid element.
subscripts 1, 2, and 3 denote the coordinate directions x, y, and z, respectively. For example,
X1 =X, X2 =Y, X3 =2
and
q1 = U, 9 =", q3 = w

The stress components shown on the cubical fluid element of Fig. 1.6 can be summarized
in a matrix form or in an indicial form as follows:

Tex  Txy Txz Tirt Ti2 T3
Tyx Tyy Ty | =T T2 23 | =T (1.8)
T Ty Tz 731 T32 133

Also, it is customary to sum over any index that is repeated such that

3
E Tijn; =T;jn; for i = 1,2,3 (19)
—
Z
ATz
T
- 7t
sz/
Ty
Tex Tyy
T Tay
yx L 5
Tax y
X

Figure 1.6 Stress components on a cubical fluid element.
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ZA

Solid boundaries
{10000y Y 1y) 1y FpTveds

h Fluid

=Y

/
No-slip condition

Figure 1.7 Flow between a stationary (lower) and a moving (upper) plate.

and to interpret an equation with a free index (as i in Eq. (1.9)) as being valid for all values
of that index.
For a Newtonian fluid (where the stress components 7;; are linear in the derivatives

dg;/dx;), the stress components are related to the velocity field by (see, for example,
Batchelor,!"! p. 147)

2 0qx dqi | 9q,
==p=Zu—=2)6; =7 1.10
il ( p 3”axk) -’+“(ax, s (1.10)

where w is the viscosity coefficient, p is the pressure, the dummy variable &k is summed
from 1 to 3, and §;; is the Kronecker delta function defined by

s oo (L i=
P=No. i A

When the fluid is at rest, the tangential stresses vanish and the normal stress component
becomes simply the pressure. Thus the stress components become

-p 0 0
Tij = 0 —p 0 (111)
0 0 -—p

Another interesting case of Eq. (1.10) is the one-degree-of-freedom shear flow between
a stationary and a moving infinite plate with a velocity U, (shown in Fig. 1.7), without
pressure gradients. This flow is called Couette flow (see, for example, Yuan,!? p. 260) and
the shear stress becomes

ou U

— 1.12

e h (1.12)
Since there is no pressure gradient in the flow, the fluid motion in the x direction is entirely
due to the action of the viscous forces. The force F on the plate can be found by integrating
T, on the upper moving surface.

Tyz

1.5 Integral Form of the Fluid Dynamic Equations

To develop the governing integral and differential equations describing the fluid
motion, the various properties of the fluid are investigated in an arbitrary control volume
that is stationary and submerged in the fluid (Fig. 1.8). These properties can be density,
momentum, energy, etc., and any change with time of one of them for the fluid flowing
through the control volume is the sum of the accumulation of the property in the control
volume and the transfer of this property out of the control volume through its boundaries.
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(q-m)

v

Figure 1.8 A control volume in the fluid.

For example, the conservation of mass can be analyzed by observing the changes in fluid
density p for the control volume (c.v.). The mass m,.,, within the control volume is then

where dV is the volume element. The accumulation of mass within the control volume is
oM., 0
— = — dv 1.13
o o)’ (1.13a)

The change in the mass within the control volume, due to the mass leaving (m,) and to
the mass entering (m;,) through the boundaries (c.s.), is

Mow — iy = f p(q-n)dS (1.14)

where q is the velocity vector (u#, v, w) and pq - n is the rate of mass leaving across and
normal to the surface element dS (n is the outward normal), as shown in Fig. 1.8. Since
mass is conserved, and no new material is being produced, then the sum of Eq. (1.13a) and
Eq. (1.14) must be equal to zero:

dm., 0

[ dv -m)dS=0 1.15
e[ 0 +/m”(q n) (115)

Equation (1.15) is the integral representation of the conservation of mass. It simply states
that any change in the mass of the fluid in the control volume is equal to the rate of mass
being transported across the control surface (c.s.) boundaries.

In a similar manner the rate of change in the momentum of the fluid flowing through the
control volume at any instant d(mq)..,, /dt is the sum of the accumulation of the momentum
per unit volume pq within the control volume and of the change of the momentum across
the control surface boundaries:

dimq)e,, _ 9 / /
—_— = — dv -m)dS 1.16
T or ) Padr | rq(q - n) (1.16)
This change in the momentum, as given in Eq. (1.16), according to Newton’s second law
must be equal to the forces X F applied to the fluid inside the control volume:
d(mq)c..
dt

The forces acting on the fluid in the control volume in the x; direction are either body
forces o f; per unit volume or surface forces n; 7;; per unit area, as discussed in Section 1.4:

= XF (1.17)

(SF), = / ofi dV + / njt; dS (L18)

where n is the unit normal vector that points outward from the control volume.
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By substituting Egs. (1.16) and (1.18) into Eq. (1.17), the integral form of the momentum
equation in the i direction is obtained:

0
E/;v pg; dV + /cs pgi(q-n)dS = /cv ofidV+ /cs n;tjds (1.19)

This approach can be used to develop additional governing equations, such as the energy
equation. However, for the fluid dynamic cases that are being considered here, the mass and
the momentum equations are sufficient to describe the fluid motion.

1.6 Differential Form of the Fluid Dynamic Equations

Equations (1.15) and (1.19) are the integral forms of the conservation of mass
and momentum equations. In many cases, though, the differential representation is more
useful. In order to derive the differential form of the conservation of mass equation, both
integrals of Eq. (1.15) should be volume integrals. This can be accomplished by the use of
the divergence theorem (see, Kellogg,' p. 39), which states that for a vector q:

/n-qu:f V.-qdV (1.20)

If q is the flow velocity vector then this equation states that the fluid flux through the
boundary of the control surface (left-hand side) is equal to the rate of expansion of the fluid
(right-hand side) inside the control volume. In Eq. (1.20), V is the gradient operator, which,
in Cartesian coordinates, is

V—ia —i—'a ~|—ka
T ox Jay 0z

or in indicial form

V=e—

! axj
where e; is the unit vector (i, j, k, for j = 1, 2, 3). Thus the indicial form of the divergence
theorem becomes

g ;
fn,qjdszf %dV (1.20a)
c.s. cv, Jj

An application of Eq. (1.20) to the surface integral term in Eq. (1.15) transforms it to a
volume integral:

f‘ p@-mds= [ (V-paydv

Cc.V.

This allows the two terms to be combined as one volume integral:

dp
P4y pq)dv=0
L(at * pq)

where the time derivative is taken inside the integral since the control volume is stationary.
Because the equation must hold for an arbitrary control volume anywhere in the fluid, the
integrand is also equal to zero. Thus, the following differential form of the conservation of
mass or the continuity equation is obtained:

ap

V. pa=0 1.21
az+ oq (1.21)
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Expansion of the second term of Eq. (1.21) yields
ap

and in Cartesian coordinates
ap ap ap ap ou dv Jw
—tu—tv—Fw—+p(—+—+—)=0 1.216
ar " Max Ty Tz TP\ax Ty T a2 (1218)

Use of the material derivative

D_0 g0 b0
Dt ot ot ox ay 9z
transforms Eq. (1.21) into
%erv-q:o (1.21¢)
Dt

The material derivative D/ Dt represents the rate of change following a fluid particle. For
example, the acceleration of a fluid particle is given by

Dq _9q

a=——="244q-V 1.22
D — o T4V (1.22)
An incompressible fluid is a fluid whose elements cannot experience volume change.

Since by definition the mass of a fluid element is constant, the fluid elements of an incom-
pressible fluid must have constant density. (A homogeneous incompressible fluid is therefore
a constant-density fluid.) The continuity equation (Eq. (1.21)) for an incompressible fluid
reduces to

_ u ov ow

—+—+—=
dx dy 0z
Note that the incompressible continuity equation does not have time derivatives (but time
dependency can be introduced via time-dependent boundary conditions).

To obtain the differential form of the momentum equation, the divergence theorem
(Eq. (1.20a)) is applied to the surface integral terms of Eq. (1.19):

/pqi(q~n)d5=/ V- pgqiqdV

o7,
/n,-z,-,-d3=/ %dV
c.s. cv. 0Xj

Substitution of these results into Eq. (1.19) yields
0 Tij
8Xj

]
f[g(pquV-pqiq—pfi— }dV:O (1.24)

Since this integral holds for an arbitrary control volume, the integrand must be zero and
therefore

0 ot .
—(pgi)+ V- pgiq=pfi+ —= (i=1,2,3) (1.25)
ot ij

Expanding the left-hand side of Eq. (1.25) first, and then using the continuity equation, we
can reduce the left-hand side to

0 P 9q;
E(K)CIi)'i‘v'(p%'q) :CIi|:_ +V~pq} +p[— +q-qu} =p
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(Note that the fluid acceleration is

Dgi

Dt
which, according to Newton’s second law, when multiplied by the mass per volume must
be equal to X F;.)

So, after substituting this form of the acceleration term into Eq. (1.25), the differential
form of the momentum equation becomes pa; = X F; or

a; =

Tzi .
i =1,2,3 1.26
ppr =Pt G ) (1.26)

and in Cartesian coordinates

ou u u ou
1Y +u—+v—+w— :2Fx=pfx+

ot ox ay 9z a oy 0z
(1.26a)
av av av v 0T,y 0Ty, 0Ty,
p(E “ax Ty wa_z>_ZFy_pf‘+a 3y | 9z
(1.26b)
p(aa—lf +ug—f+v%—1;)+w%—f) :ZFZ:/ofz—i-aaT;Z + aat;z 88121
(1.26¢)

(Note that in Eqgs. (1.26a—c) the symmetry of the stress vector has been enforced.) For a
Newtonian fluid the stress components 7;; are given by Eq. (1.10), and by substituting them
into Egs. (1.26a—c), the Navier—Stokes equations are obtained:

p 4-Va ) = phi= 5o\ 3uvea) o Gt o

at
i=1,2,3) (1.27)

which in Cartesian coordinates are

au ap ad
— -Vu | = v 2
p<at+q u> Pl +3x{u[
+3 8u+3U
ay ’ ay X
3U+ v £ 0
- . v —
p a1 q =Py — E)y 1%
0 v Jw 0 ou  0v
— — 4+ — — — 4+ — 1.27b
+az[“<az+ay>]+ax[ (aerax)} (1.276)
ow n P 8p+8 28w 2(V )
ar o =Pl 9z z 3 1

0
+8 8u)+8u +8 8v+8w (1.27¢0)
— — — — 4+ — 27¢
dx ox 0z ay az  dy
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qn

77 q’

Figure 1.9 Direction of tangential and normal velocity components near a solid boundary.

Typical boundary conditions for this problem require that on stationary solid boundaries
(Fig. 1.9) both the normal and tangential velocity components will reduce to zero:

gn =20 (on solid surface) (1.28q)
q =0 (on solid surface) (1.28b)

The number of exact solutions to the Navier—Stokes equations is small because of the
nonlinearity of the differential equations. However, in many situations some terms can be
neglected so that simpler equations can be obtained. For example, by assuming constant
viscosity coefficient u, Eq. (1.27) becomes

aq o 2 1%
Jo §+q-Vq _pf—Vp+qu+§V(V~q) (1.29)

Furthermore, by assuming an incompressible fluid (for which the continuity equation
(Eq. (1.23)) becomes V - q = 0), Eq. (1.27) reduces to

3
p(a—? +q.Vq> = pf — Vp +uViq (1.30)

For an inviscid compressible fluid

8—q+q-Vq=f—E (1.31)
at 0
This equation is called the Euler equation.

In situations in which the problem has cylindrical or spherical symmetry, the use of ap-
propriate coordinates can simplify the solution. As an example, we present the fundamental
equations for an incompressible fluid with constant viscosity. The cylindrical coordinate
system is described in Fig. 1.10, and for this example the r, 6 coordinates are in a plane
normal to the x coordinate. The operators V, V2, and D/Dt in the r, 6, x system are (see
Pai,'* p. 38 or Yuan,!? p. 132)

) 19 0

V=|e—,eg——,e,— (1.32)
ar r 00 0x

) 92 19 1 92 92

T2 ror r2062  9x?

D 0 0 qo 0 0

b_3,, 3 ®d 3 134
i ot et a0 T, (1.34)

(1.33)
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A

X

Figure 1.10 Cylindrical coordinate system.

The continuity equation in cylindrical coordinates for an incompressible fluid then be-
comes
ag, 1 % gy qr

— — =0 1.35
ar r a6 0x + r ( )

The momentum equations for an incompressible fluid are

r direction:

Dqg, ¢ op qr 2 9qg
p( 24 _ e _ pr 0Py (2, Y 2000 (1.36)
Dt r ar

6 direction:

D . 10 2 9q,
o240y 490 _ e 1O (G2, 204 4o (1.37)
Dt r r a6 r

x direction:

Dgx

op 2
=pf, — — Vg, 1.38
P of ax+”“ q (1.38)

A spherical coordinate system with the coordinates r, 8, ¢ is described in Fig. 1.11. The
operators V, V2, and D/ Dt in the r, 6, ¢ system are (Karamcheti,'> Chapter 2 or Yuan,!*?
p. 132)

0 19 I 9
V: er—aee__ae(ﬂ-—— (1.39)
or r 00 rsinf dg
19 /,d 19 d 1@
oLy, L a0 1.40
72 8r<r 8r>+r25in9 89(Sm 89>+r2sin29 dgp? (140
D B B 0 el
D B wd g B (1.41)

Dot Tor T 96 " rsind dg

The continuity equation in spherical coordinates for an incompressible fluid becomes
(Pai,!* p. 40)

18(r2qr)+ 1 9(qe sin9)+ 1 dq,
rooor sind 36 sinf dp

(1.42)
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Figure 1.11 Spherical coordinate system.

The momentum equations for an incompressible fluid are (Pai,'* p. 40)

r direction:
(qu 4 +q§>

Dt r
P 2 2q, 2 0qs 2qpcotl 2 9qy
= r T 5 \Y r T T 5 T T oA - . ~
Pl or +M< r2 r? 90 r? r2sinf 9¢
(1.43)
6 direction:
2
p(qu L 490 _ Ye cot@)
Dt r r
1dp 2 2 9g, qe 2cos6 dq,
= ———+ulVge+—= — — — 1.44
Sy “( D290 T g0 rsinto g (1.44)

@ direction:
(qu L Qelr | 409 cot@)

Dt r r
ap 2 q 2  0dq, 2cosf 0dqp
=,0fq;_ . a /"LV (7 2.(/’2 2 s 2 il a
rsiné dg rrsin“@ r4sinf d¢  rlsin“ 0 0¢
(1.45)

When a two-dimensional flowfield is treated in this text, it will be described in either a
Cartesian coordinate system with coordinates x and z or in a corresponding polar coordi-
nate system with coordinates » and 6 (see Fig. 1.12). In this polar coordinate system, the
continuity equation for an incompressible fluid is obtained from Eq. (1.35) by eliminating
d¢y/9x, and the r- and 8-momentum equations for an incompressible fluid are identical to
Egs. (1.36) and (1.37), respectively.
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x
Figure 1.12 Two-dimensional polar coordinate system.

1.7 Dimensional Analysis of the Fluid Dynamic Equations

The governing equations developed in the previous section (e.g., Eq. (1.27)) are
very complex and their solution, even by numerical methods, is difficult for many prac-
tical applications. If some of the terms causing this complexity can be neglected in cer-
tain regions of the flowfield, while the dominant physical features are still retained, then
a set of simplified equations can be obtained (and probably solved with less effort). In
this section, some of the conditions for simplifying the governing equations will be dis-
cussed.

To determine the relative magnitude of the various elements in the governing differential
equations, the following dimensional analysis is performed. For simplicity, consider the
fluid dynamic equations with constant properties (i = constant, and p = constant):

V.q=0 (1.23)
aq 2
o §+q~Vq =pf—Vp+uV-q (1.30)

The first step is to define some characteristic or reference quantities, relevant to the physical
problem to be studied:

L —reference length (e.g., wing’s chord)

V —reference speed (e.g., the free-stream speed )

T — characteristic time (e.g., one cycle of a periodic process, or L/ V)
po — reference pressure (e.g., free-stream pressure, po)

fo —body force (e.g., magnitude of earth’s gravitation, g)

With the aid of these characteristic quantities we can define the following nondimensional
variables:

x*_i *—X *_£
o YT YT
u*zi’ U*ZE’ w*zﬂ
\%4 \% \%
% t
f=f (1.46)
* p
P=%
gL
Jo

If these characteristic magnitudes are properly selected, then all the nondimensional vari-
ables in Eq. (1.46) will be of the order of one. Next, the governing equations need to be
rewritten using the quantities of Eq. (1.46). As an example, the first term of the continuity
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equation becomes

ou ou du* ox* Vv (814*)

52 ou* ox* 0x ZZ ax*

and the transformed incompressible continuity equation is

V (ou* n av* n ow* —0 (1.47)
L\ax*  ay*  azr /) '

After a similar treatment, the momentum equation in the x direction becomes

V8u*+ Vv *8u*+VV *Bu*+ V., ou*
— —Uu —V w
oo T T o T L 0 T LY o

B « _ Podp* v ur Ptur 9w
= PRl e TR e T e T e

(1.48)

The corresponding equations in the y and z directions can be obtained by the same procedure.
Now, multiplying Eq. (1.47) by L/ V and Eq. (1.48) by L/pV? we end up with

ou* n av* n ow*
ax* = oy* az*
( L )8u* ou* ou* ou*

—0 (1.49)

v )or T g TV e T o

Lfy po \dp* N u* 3wt Pu*
20 px 1.50
( V2 )fx (,ov2) dx* + pVL J\ 9x*2 * dy*2 + 9z*2 (1.50)
If all the nondimensional variables in Eq. (1.46) are of order one, then all terms appearing
with an asterisk (*) will also be of order one, and the relative magnitude of each group in
the equations is fixed by the nondimensional numbers appearing inside the parentheses. In
the continuity equation (Eq. (1.49)), all terms have the same order of magnitude and for an

arbitrary three-dimensional flow all terms are equally important. In the momentum equation
the first nondimensional number is

L
TV

which is a time constant and signifies the importance of time-dependent phenomena. A
more frequently used form of this nondimensional number is the Strouhal number, where
the characteristic time is the inverse of the frequency w of a periodic occurrence (e.g., wake
shedding frequency behind a separated airfoil):

L wlL

w

(1.51)

If the Strouhal number is very small, perhaps due to very low frequencies, then the time-
dependent first term in Eq. (1.50) can be neglected compared to the terms of order one.

The second group of nondimensional numbers (when gravity is the body force and fj is
the gravitational acceleration g) is called the Froude number, which stands for the ratio of
inertial force to gravitational force:

e (1.53)
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Small values of Fr (note that Fr~2 appears in Eq. (1.50)) will mean that body forces such
as gravity should be included in the equations, as in the case of free surface river flows,
waterfalls, ship hydrodynamics, etc.

The third nondimensional number is the Fuler number, which represents the ratio be-
tween the pressure and the inertia forces:

= PO (1.54)

=V
A frequently used quantity related to the Euler number is the pressure coefficient C),, which
measures the nondimensional pressure difference, relative to a reference pressure pg:
P — po
(1/2)pV?
The last nondimensional group in Eq. (1.50) represents the ratio between the inertial and
viscous forces and is called the Reynolds number:

Cp

(1.55)

VL VL
Re=PrZ_ % (1.56)
m v
where v is the kinematic viscosity given by
p=# (1.57)
0

For the flow of gases, from the kinetic theory point of view (see Yuan, ' p. 257) the viscosity
can be connected to the characteristic velocity of the molecules ¢ and to the mean distance
A that they travel between collisions (mean free path), by

cA

MNP?

Substituting this into Eq. (1.56) yields

w=(5)(5)

This formulation shows that the Reynolds number represents the scaling of the velocity-
times-length, compared to the molecular scale.

The conditions for neglecting the viscous terms when Re >> 1 will be discussed in more
detail in the next section.

For simplicity, at the beginning of this analysis an incompressible fluid was assumed.
However, if compressibility is to be considered, an additional nondimensional number,
called the Mach number, appears. It is the ratio of the velocity to the speed of sound a:

Vv
M=— (1.58)
a

Note that the Euler number can be related to the Mach number since p/p ~ a? (see also
Section 4.8).

Density changes caused by pressure changes are negligible if (see Karamcheti,! p. 23)

M? M?
M« 1, — K1, —<x1 1.59
< 7 < 2o < (1.59)

and if these conditions are met, an incompressible fluid can be assumed.
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1.8 Flow with High Reynolds Number

The most important outcome of the nondimensionalizing process of the governing
equations is that now the relative magnitude of the terms appearing in the equations can be
determined and compared. If desired, small terms can be neglected, resulting in simplified
equations that are easier to solve but still contain the dominant physical effects.

In the case of the continuity equation all terms have the same magnitude and none is
to be neglected. For the momentum equation the relative magnitude of the terms can be
obtained by substituting Eqgs. (1.51)—(1.56) into Eq. (1.50), and for the x direction we get

ou* ou*  _ou* Lou*
o e TV ey TV o
- (L>f ~ e (i> (82"* L 82”*> (1.60)
Fr2)"* ox* Re J\ 9x*2 = 9y*2 ~ §z*2

Before proceeding further let us examine the range of Reynolds number and Mach number
for some typical engineering problems. Since the viscosity of typical fluids such as air and
water is very small, a wide variety of practical engineering problems (aircraft low-speed
aerodynamics, hydrodynamics of naval vessels, etc.) fall within the Re > 1 range, as shown
in Fig. 1.13. So for situations when the Reynolds number is high, the viscous terms become
small compared to the other terms of order one in Eq. (1.60). But before neglecting these
terms, a closer look at the high Reynolds number flow condition is needed. As an example,
consider the flow over an airfoil, as shown in Fig. 1.14. In general, based on the assumption
of high Reynolds number the viscous terms of Eq. (1.60) (or Eq. (1.30)) can be neglected
in the outer flow regions (outside the immediate vicinity of a solid surface where V>q ~
order 1). Therefore, in this outer flow region, the solution can be approximated by solving
the incompressible continuity and the Euler equations:

V.q=0 (1.61)
a \Y%
g vq=1-L (1.62)
at P
A 2
100 var = 1.5 % 10-5 [ 2]
At 29°C m?
Vuar = 1.0 % 10-6 [ 12
10
M -&g
1 =t
G.A Transport
Insects =
— ¥ <=
2000 -
T T /\/ T T T T T T T ~
1 10 10° 104 10° 100 107 108
Re
-~
Creeping Viscous Turbulent
flow laminar flow

flow

Figure 1.13 Range of Reynolds number and Mach number for some typical fluid flows.
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Viscous effects are not
negligible (V2q > 1)
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~ N
~ g g
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Viscous effects are ~
negligible (uV2q < 1) ~

Figure 1.14 Flow regions in a high Reynolds number flow.

Equation (1.62) is a first-order partial differential equation and the solid surface boundary
condition requires the specification of only one velocity component compared to all velocity
components needed for Eq. (1.30) in the previous section. Since the flow is assumed to be
inviscid, there is no physical reason for the tangential velocity component to be zero on a
stationary solid surface and therefore what remains from the no-slip boundary condition
(Eq. (1.28b)) is that the normal component of velocity must be zero:

g, =0 (on solid surface) (1.63)

However, a closer investigation of such flowfields reveals that near the solid boundaries in
the fluid, shear flow derivatives such as V2q become large and the viscous terms cannot be
neglected even for high values of the Reynolds number (Fig. 1.14). For example, near the
surface of a streamlined two-dimensional body submerged in a steady flow in the x direction
(with no body forces) the Navier—Stokes equations can be reduced to the classical boundary
layer equations (see Schlichting,'® p. 131) where now x represents distance along the body
surface and z is measured normal to the surface. The momentum equation in the x direction is

au n au ap n 8%u (1.64)
Uu—+w— | =—— — .
p ox 9z ox " 072
and that in the normal z direction is
0
0=—2P (1.65)
0z

So, in conclusion, for high Reynolds number flows there are two dominant regions in the
flowfield:

1. The outer flow (away from the solid boundaries) where the viscous effects are
negligible. A solution for the inviscid flow in this region provides information
about the pressure distribution and the related forces.

2. The thin boundary layer (near the solid boundaries) where the viscous effects can-
not be neglected. Solution of the boundary layer equations will provide information
about the shear stress distribution and the related (friction) forces.

For the solution of the boundary layer equations, the no-slip boundary condition is
applied on the solid boundary. The tangential velocity profile inside the boundary layer is
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shown in Fig. 1.14; we see that as the outer region is approached, the tangential velocity
component becomes independent of z. The interface between the boundary layer region and
the outer flow region is not precisely defined and occurs at a distance 8, the boundary layer
thickness, from the wall. For large values of the Reynolds number the ratio of the boundary
layer thickness to a characteristic length of the body (an airfoil’s chord, for example) is
proportional to Re™!/? (see Schlichting,'® p. 129). Therefore, the normal extent of the
boundary layer region is negligible when viewed on the length scale of the outer region.

A detailed solution for the complete flowfield of such a high Reynolds number flow
proceeds as follows:

1. A solution is found for the inviscid flow past the body. For this solution the boundary
condition of zero velocity normal to the solid surface is applied at the surface of
the body (which is indistinguishable from the edge of the boundary layer on the
scale of the chord). The tangential velocity component on the body surface U, is
then obtained as part of the inviscid solution and the pressure distribution along
the solid surface is then determined.

2. Note that in the boundary layer equations (Egs. (1.64) and (1.65)) the pressure does
not vary across the boundary layer and is said to be impressed on the boundary
layer. Therefore, the surface pressure distribution is taken from the inviscid solution
in (1) and inserted into Eq. (1.64). Also, U, is taken from the inviscid solution as
the tangential component of the velocity at the edge of the boundary layer and is
used as a boundary condition in the solution of the boundary layer equations.

Solving for a high Reynolds number flowfield with the assumption of an inviscid fluid is
therefore the first step toward solving the complete physical problem. (Additional iterations
between the inviscid outer flow and the boundary layer region in search of an improved
solution are possible and are discussed in Chapters 9, 14, and 15.)

1.9 Similarity of Flows

Another interesting aspect of the process of nondimensionalizing the equations in
the previous section is that two different flows are considered to be similar if the nondi-
mensional numbers of Eq. (1.60) are the same. For most practical cases, where gravity
and unsteady effects are negligible, only the Reynolds and the Mach numbers need to be
matched. A possible implementation of this principle is in water or wind-tunnel testing,
where the scale of the model differs from that of the actual flow conditions.

For example, many airplanes are tested in small scale first (e.g., 1/5-th scale). To keep
the Reynolds number the same then either the airspeed or the air density must be increased
(e.g., by a factor of 5). This is a typical conflict that test engineers face, since increasing the
airspeed 5 times will bring the Mach number to an unreasonably high range. The second
alternative of reducing the kinematic viscosity v by compressing the air is possible in only a
very few wind tunnels, and in most cases matching both of these nondimensional numbers
is difficult.

Another possible way to apply the similarity principle is to exchange fluids between the
actual and the test conditions (e.g., water with air where the ratio of kinematic viscosity is
about 1:15). Thus a 1/15-scale model of a submarine can be tested in a wind tunnel at true
speed conditions. Usually it is better to increase the speed in the wind tunnel and then even
a smaller scale model can be tested (of course the Mach number is not always matched but
for such low Mach number applications this is less critical).
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Problems
The velocity components of a two-dimensional flowfield are given by

2 +y2—1
(x2+y2_1)2 +4y2

Xy
v = 2k[(xz 1P +4y2]

M(x,y)=k[

where k is a constant. Does this flow satisfy the incompressible continuity equation?
The velocity components of a three-dimensional, incompressible flow are given
by

u=2x, v= -y, w=—z
Determine the equations of the streamlines passing through point (1,1,1).
The velocity components of a two-dimensional flow are given by

ky

—kx
=i

where k is a constant.

a. Obtain the equations of the streamlines.
b. Does this flow satisfy the incompressible continuity equation?

u =

The two-dimensional, incompressible, viscous, laminar flow between two par-
allel plates due to a constant pressure gradient dp/dx is called Poiseuille flow
(shown in Fig. 1.15). Simplify the continuity and momentum equations for this
case and specify the boundary conditions on the wall (at z = +h/2). Deter-
mine the velocity distribution u(z) between the plates and the shearing stress
Tox(z2 = h/2) = —p(9u/932), ), on the wall.

Figure 1.15 Two-dimensional viscous incompressible flow between two parallel plates.



CHAPTER 2

Fundamentals of Inviscid, Incompressible Flow

In Chapter 1 it was established that for flows at high Reynolds number the effects of
viscosity are effectively confined to thin boundary layers and thin wakes. For this reason our
study of low-speed aecrodynamics will be limited to flows outside these limited regions where
the flow is assumed to be inviscid and incompressible. To develop the mathematical equa-
tions that govern these flows and the tools that we will need to solve the equations it is neces-
sary to study rotation in the fluid and to demonstrate its relationship to the effects of viscosity.

It is the goal of this chapter to define the mathematical problem (differential equation
and boundary conditions) of low-speed aecrodynamics whose solution will occupy us for
the remainder of the book.

2.1 Angular Velocity, Vorticity, and Circulation

The arbitrary motion of a fluid element consists of translation, rotation, and defor-
mation. To illustrate the rotation of a moving fluid element, consider at t = 7y the control
volume shown in Fig. 2.1. Here, for simplicity, we select an infinitesimal rectangular el-
ement that is being translated in the z = 0 plane by a velocity (u, v) of its corner no. 1.
The lengths of the sides, parallel to the x and y directions, are Ax and Ay, respectively.
Because of the velocity variations within the fluid the element may deform and rotate, and,
for example, the x component of the velocity at the upper corner (no. 4) of the element
will be (u + (du/9y)Ay), where higher order terms in the small quantities Ax and Ay
are neglected. At a later time (e.g., t = fy + At), this will cause the deformation shown
at the right-hand side of Fig. 2.1. The angular velocity component w, (note that positive
direction in the figure follows the right-hand rule) of the fluid element can be obtained by
averaging the instantaneous angular velocities of the segments 1-2 and 1-4 of the element.
The instantaneous angular velocity of segment 1-2 is the difference in the linear velocities
of the two edges of this segment, divided by the distance (Ax):

) relative velocit
angular velocity of segment 1-2 &~ feative veloelty

radius
_ v+ (dv/dx)Ax —v v
- Ax T ox

and the angular velocity of the 1-4 segment is

—[u+ @u/dy)Ay]+u _B_M

Ay dy

The z component of the angular velocity of the fluid element is then the average of these
two components:

1/0v Ou
w, =\ ——-——
2\dx dy

The two additional components of the angular velocity can be obtained similarly, and in

21
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Figure 2.1 Angular velocity of a rectangular fluid element.

vector form the angular velocity becomes

1
w= EV x q (2.1)
It is convenient to define the vorticity ¢ as twice the angular velocity:
(=2w=Vxq 2.2)
In Cartesian coordinates the vorticity components are
a a
& = 20))( = —w - _v
dy 0z
) u Jdw (2.24)
=2w,=—— — 2a
& ? dz  Ox

; ) v du
=20, = — — —
’ ’ dx  dy

Now consider an open surface S, shown in Fig. 2.2, which has the closed curve C as
its boundary. With the use of Stokes’s theorem (see Kellogg,! p. 73) the vorticity on the
surface S can be related to the line integral around C:

/qu~ndS:/C~ndS:fq-dl
s s c

Figure 2.2 The relation between surface and line integrals.
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where n is normal to S. The integral on the right-hand side is called the circulation and
denoted by I':

r= 7§Cq.d1 (2.3)

This relation can be illustrated again with the simple fluid element of Fig.2.1. The circulation
AT is obtained by the evaluation of the closed line integral of the tangential velocity
component around the fluid element. Note that the positive direction corresponds to the
positive direction of w:

3 3
Ar:y§q~d1:mx+ vt o Ax Ay — (u+ oAy ) Ax —vAy
c dx dy

a a
= <—v — —M>AxAy = /{zdS
dx  dy s

For the general three-dimensional case these conclusions can be summarized as

Fz%q~dl=/qu~ndS=/C-ndS 2.4
c s s

The circulation is therefore somehow tied to the rotation in the fluid (e.g., to the angular
velocity of a solid body type rotation). In Fig. 2.3 two examples are shown to illustrate the
concept of circulation. The curve C (dashed lines) is taken to be a circle in each case. In
Fig. 2.3a the flowfield consists of concentric circular streamlines in the counterclockwise
direction. It is clear that along the circular integration path C (Fig. 2.3a) q and dlin Eq. (2.3)
are positive for all d1 and therefore C has a positive circulation. In Fig. 2.3b the flowfield is
the symmetric flow of a uniform stream past a circular cylinder. It is clear from the symmetry
that the circulation is zero for this case.

To illustrate the motion of a fluid with rotation consider the control volume shown in
Fig. 2.4a, moving along the path /. Let us assume that the viscous forces are very large
and the fluid will rotate as a rigid body, while following the path /. In this case V x q &0
and the flow is called rotational. For the fluid motion described in Fig. 2.4b, the shear
forces in the fluid are negligible, and the fluid will not be rotated by the shear force of
the neighboring fluid elements. In this case V x q = 0 and the flow is considered to be
irrotational.

Streamlines Streamlines

Figure 2.3 Flow fields with (a) and without (b) circulation.
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Rotational
motion

Irrotational
motion

(a) (b)

Figure 2.4 Rotational and irrotational motion of a fluid element.

2.2 Rate of Change of Vorticity

To obtain an equation that governs the rate of change of vorticity of a fluid ele-
ment, we start with the incompressible Navier—Stokes equations in Cartesian coordinates

(Eq. (1.30))

0

AL q.-vq=1-vEZ 1 1vq (1.30)
ot 0

The convective acceleration term is rewritten using the vector identity

2
q
q-Vq:V?—qu (2.5)

Now take the curl of Eq. (1.30), with the second term on the left-hand side replaced by
the right-hand side of Eq. (2.5). Note that for a scalar A, V x VA = 0 and therefore the
pressure term vanishes:

d

8—f—Vx(qu)=fo—i—vV2C (2.6)
To simplify the result, we use the following vector identity:

Vx(@x¢)=qV-¢-q-V(+¢-Vq-(V-q 2.7

along with the incompressible continuity equation and the fact that the vorticity is divergence
free (note that for any vector A, V-V x A = 0). If we also assume that the body force
acting is conservative (irrotational, such as gravity) then

Vxf=0

and the rate of change of vorticity equation becomes

D¢ ¢ 2

5 =5, T4 VE=CVat Vi 28)
The inviscid incompressible version of the vorticity transport equation is then

D¢

— =V 2.9

o =S Va 29)

For a flow that is two-dimensional, the vorticity is perpendicular to the flow direction and
Eq. (2.8) becomes

D¢

_ 2
28 = vl (2.10)
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and for the two-dimensional flow of an inviscid, incompressible fluid

D¢ 0 2.11

Dt @1
and the vorticity of each fluid element is seen to remain constant.

The vorticity equation (Eq. (2.8)) strongly resembles the Navier—Stokes equation and for
very high values of the Reynolds number we see that the vorticity that is created at the solid
boundary is convected along with the flow at a much faster rate than it can be diffused out
across the flow and so it remains in the confines of the boundary layer and trailing wake.
The fluid in the outer portion of the flowfield (the part that we will study) is seen to be
effectively rotation free (irrotational) as well as inviscid.

The above observation can be illustrated for the two-dimensional case using the nondi-
mensional quantities defined in Eq. (1.46). Then, Eq. (2.10) can be rewritten in nondimen-
sional form as

Dé‘z* _ 1 *2 o %

D = ReV g (2.10a)
where the Reynolds number, Re, is defined in Eq. (1.56). Here a two-dimensional flow in
the x—y plane is assumed and therefore the vorticity points in the z direction. The left-hand
side in this equation is the rate at which vorticity is accumulated, which is equal to the rate it
is being generated (near the solid boundaries of solid surfaces). It is clear from Eq. (2.10a)
that for high Reynolds number flows, vorticity generation is small and can be neglected
outside the boundary layer. Thus for an irrotational fluid Eq. (2.2) reduces to

dw  dv
dy 9z
du _ ow (2.12)
0z ox
dv  du
ax  dy
2.3 Rate of Change of Circulation: Kelvin’s Theorem

Consider the circulation around a fluid curve (which always passes through the
same fluid particles) in an incompressible inviscid flow with conservative body forces
acting. The time rate of change of the circulation of this fluid curve C is given as

DF—Dyg dl—yqu d1+7§ Do (2.13)
Dt Dt Cq ~ Jo Dt Cq Dt '
Since C is a fluid curve, we have

D

~A =a and —dl=dq

Dt t
and therefore

Dr

i 7§ a-dl (2.14)

Dt Jo

since the closed integral of an exact differential that is a function of the coordinates and time
only is . q - dq = §.d(q*/2) = 0. The acceleration a is obtained from the Euler equation

(Eq. (1.62)) and is

- —v<£> Sf
o
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r wake

Pairfoil

U,
~

E - Fairfcil + Fwake =0
Dt At

Figure 2.5 Circulation caused by an airfoil after it is suddenly set into motion.

Substitution into Eq. (2.14) yields the result that the circulation of a fluid curve remains

constant:
pr
—:0:—7§d<3)+?§f-d1 (2.15)
Dt c \pP c

since the integral of a perfect differential around a closed path is zero and the work done by
a conservative force around a closed path is also zero. The result in Eq. (2.15) is a form of
angular momentum conservation known as Kelvin s theorem (after the British scientist who
published his theorem in 1869), which states that: The time rate of change of circulation
around a closed curve consisting of the same fluid elements is zero. For example, consider
an airfoil as in Fig. 2.5, which prior to + = 0 was at rest and then at ¢ > 0 was suddenly set
into a constant forward motion. As the airfoil moves through the fluid a circulation I i1
develops around it. In order to comply with Kelvin’s theorem a starting vortex 'y, must
exist such that the total circulation around a line surrounding both the airfoil and the wake
remains unchanged:

%1; = Ait(rairfoil + 1ﬂwake) =0 (216)
This is possible only if the starting vortex circulation equals the airfoil’s circulation, but
with rotation in the opposite direction.

24 Irrotational Flow and the Velocity Potential

It has been shown that the vorticity in the high Reynolds number flowfields being
studied is confined to the boundary layer and wake regions where the influence of viscosity
is not negligible and so it is appropriate to assume an irrotational as well as inviscid flow
outside these confined regions. (The results of Sections 2.2 and 2.3 will be used when it is
necessary to model regions of vorticity in the flowfield.)

Consider the following line integral in a simply connected region, along the line C:

/q~dl=/udx+vdy+wdz (2.17)
c c

If the flow is irrotational in this region then u dx + v dy + w dz is an exact differential (see
Kreyszig,>! p. 475) of a potential ® that is independent of the integration path C and is a
function of the location of the point P(x, y, z):

P
dD(x,y,z):f udx+vdy+wdz (2.18)
P

0
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where Py is an arbitrary reference point. @ is called the velocity potential, and the velocity
at each point can be obtained as its gradient

q=Vo (2.19)
In Cartesian coordinates the velocity components are given by
0 0D oD
u=—-—, v=—, = — (2.20)
ox ay 0z

The substitution of Eq. (2.19) into the continuity equation (Eq. (1.23)) leads to the
following differential equation for the velocity potential:

V.q=V-V&=V>®d=0 (2.21)

which is Laplace’s equation (named after the French mathematician Pierre S. De Laplace
(1749-1827)). It is a statement of the incompressible continuity equation for an irrotational
fluid. Note that Laplace’s equation is a linear differential equation. Since the fluid’s viscosity
has been neglected, the no-slip boundary condition on a solid—fluid boundary cannot be
enforced and only Eq. (1.28a) is required. In a more general form, the boundary condition
states that the normal component of the relative velocity between the fluid and the solid
surface (which may have a velocity qp) is zero on the boundary:

n-(q—qp) =0 (2.22)

This boundary condition is physically reasonable and is consistent with the proper mathe-
matical formulation of the problem as will be shown later in the chapter.

For an irrotational, inviscid, incompressible flow it now appears that the velocity field
can be obtained from a solution of Laplace’s equation for the velocity potential. Note that
we have not yet used the Euler equation, which connects the velocity to the pressure. Once
the velocity field is obtained it is necessary to also obtain the pressure distribution on the
body surface to allow for a calculation of the aerodynamic forces and moments.

2.5 Boundary and Infinity Conditions

Laplace’s equation for the velocity potential is the governing partial differential
equation for the velocity for an inviscid, incompressible, and irrotational flow. It is an elliptic
differential equation that results in a boundary-value problem. For aecrodynamic problems
the boundary conditions need to be specified on all solid surfaces and at infinity. One form
of the boundary condition on a solid—fluid interface is given in Eq. (2.22). Another state-
ment of this boundary condition, which will prove useful in applications, is obtained in the
following way.

Let the solid surface be given by

F(x,y,2.)=0 (2.23)

in Cartesian coordinates. Particles on the surface move with velocity q such that F remains
zero. Therefore the derivative of F following the surface particles must be zero:
b F—aF—i— VF =0 (2.24)
Di), = " A® B '

Equation (2.22) can be rewritten as

q-VF=qz VF (2.25)
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since the normal to the surface n is proportional to the gradient of F,

VF
n=—— (2.26)
IVF|
If Eq. (2.25) is now substituted into Eq. (2.24) the boundary condition becomes
8F+ VF—DF—O (2.27)
ar 4 - Dt :

At infinity, the disturbance q, due to the body moving through a fluid that was initially
at rest, decays to zero. In a space-fixed frame of reference the velocity of such fluid (at rest)
is therefore zero at infinity (far from the solid boundaries of the body):

limq=0 (2.28)
r—00
2.6 Bernoulli’s Equation for the Pressure

The incompressible Euler equation (Eq. (1.31)) can be rewritten with the use of
Eq. (2.5) as

P 2
A _gxc+vl —f_v2 (2.29)
at 2 P

For irrotational flow ¢ = 0 and the time derivative of the velocity can be written as
0 a 0P
A_Ytvgp=v(Z (2.30)
at ot ot

Let us also assume that the body force is conservative with a potential E,
f=-VE (2.31)

If gravity is the body force acting and the z axis points upward, then £ = gz.
The Euler equation for incompressible irrotational flow with a conservative body force
(by substituting Egs. (2.30) and (2.31) into Eq. (2.29)) then becomes

2
P q P
VIE+=4+—+—|=0 2.32
( + ’ + 2 + o1 ) (2.32)
Equation (2.32) is true if the quantity in parentheses is a function of time only, that is,

2 90

E+24+L %% _ ¢ (2.33)
0 2 at

This is the Bernoulli equation (named after the Dutch/Swiss mathematician, Daniel
Bernoulli (1700-1782)) for inviscid incompressible irrotational flow. A more useful form
of the Bernoulli equation is obtained by comparing the quantities on the left-hand side of
Eq. (2.33) at two points in the fluid; the first is an arbitrary point and the second is a reference
point at infinity. The equation becomes

2 2
P q oD P q P
E+—+—4+—|=|E+—=+>+— 2.34
[+p+2+8t:| [+p+2+8too (2.34)
If the reference condition is chosen such that E,, = 0, ®,, = const., and q,, = 0 then
the pressure p at any point in the fluid can be calculated from
Po—p 3P q°

= TEYT (2.35)
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If the flow is steady, incompressible, but rotational the Bernoulli equation (Eq. (2.34)) is
still valid with the time-derivative term set equal to zero if the constant on the right-hand
side is now allowed to vary from streamline to streamline. (This is because the product
q x ¢ is normal to the streamline d1 and their dot product vanishes along the streamline.
Consequently, Eq. (2.34) can be used in a rotational fluid between two points lying on the
same streamline.)

2.7 Simply and Multiply Connected Regions

The region exterior to a two-dimensional airfoil and that exterior to a three-
dimensional wing or body are fundamentally different in a mathematical sense and lead to
velocity potentials with different properties. To point out the difference in these regions, we
need to introduce a few basic definitions.

A reducible curve in a region can be contracted to a point without leaving the region.
For example, in the region exterior to an airfoil, any curve surrounding the airfoil is not
reducible and any curve not surrounding it is reducible. A simply connected region is one
where all closed curves are reducible. (The region exterior to a finite three-dimensional
body is simply connected. Any curve surrounding the body can be translated away from
the body and then contracted.) A barrier is a curve that is inserted into a region but is not
a part of the resulting modified region. The insertion of barriers into a region can change it
from being multiply connected to being simply connected. The degree of connectivity of a
region is n + 1, where n is the minimum number of barriers needed to make the remaining
region simply connected. For example, consider the region in Fig. 2.6 exterior to an airfoil.
Draw a barrier from the trailing edge to downstream infinity. The original region minus the
barrier is now simply connected. (Note that curves in the region can no longer surround the
airfoil.) Therefore n = 1 and the original region is doubly connected.

Consider irrotational motion in a simply connected region. The circulation around any
curve is given by

r:fq-dlzyﬁvqmdl:ygdcb (2.36)

With the use of Egs. (2.4) and with ¢ = 0 the circulation is seen to be zero. Also, since the
integral of d® around any curve is zero (Eq. (2.36)), the velocity potential is single valued.

Now consider irrotational motion in the doubly connected region exterior to an airfoil
as shown in Fig. 2.7. For any curve not surrounding the airfoil, the above results for the
simply connected region apply and the circulation is zero. Now insert a barrier as shown
in the figure. Consider the curve consisting of C; and C,, which surround the airfoil, and
the two sides of the barrier. Since the region excluding the barrier is simply connected, the
circulation around this curve is zero. This leads to the following equation:

B A
%q-dl—%q-dl—i—/ q-dl—i—/ q-dl=0
C, C A B

Note that the first term is the circulation around C; and the second is minus the circulation
around C;. Also, the contributions from the barrier cancel for steady flow (since the barrier

Barrier

Figure 2.6 Flow exterior to an airfoil in a doubly connected region.
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Figure 2.7 Integration lines along a simply connected region.

cannot be along a vortex sheet). The circulation around curves C; and C; (and any other
curves surrounding the airfoil once) are the same and may be nonzero. From Eq. (2.36) the
velocity potential is not single valued if there is a nonzero circulation.

2.8 Uniqueness of the Solution

The physical problem of finding the velocity field for the flow created, say, by
the motion of an airfoil or wing has been reduced to the mathematical problem of solving
Laplace’s equation for the velocity potential with suitable boundary conditions for the
velocity on the body and at infinity. In a space-fixed reference frame, this mathematical
problem is

V2P =0 (2.37a)
o
— =n-qg on body (2.37b)
on
V& — 0 at r — o0 (2.37¢)

Since the body boundary condition is on the normal derivative of the potential and since
the flow is in the region exterior to the body, the mathematical problem of Egs. (2.374a,b,c¢)
is called the Neumann exterior problem. In what follows we will answer the question “Is
there a unique solution to the Neumann exterior problem?” We will discover that the answer
is different, depending on whether the region is simply or multiply connected.

Let us consider a simply connected region first. This will apply to the region outside of a
three-dimensional body, but care must be taken in extending the results to wings since the
flowfield is not irrotational everywhere (for instance in the wakes). Assume that there are
two solutions ®; and &, to the mathematical problem posed in Eqgs. (2.37a,b,c). Then the
difference

O — P, =)

satisfies Laplace’s equation, the homogeneous version of Eq. (2.370), and Eq. (2.37¢).

One form of Green’s theorem (named after the English mathematician George Green
(1793-1841)) (Ref. 1.5, p. 135) is obtained by applying the divergence theorem to the
function ®V &, where @ is a solution of Laplace’s equation, R is the fluid region, and S is
its boundary. The result is

ad
/VCI>~V<I>dV:/<I>—dS (2.38)
R K on
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Barrier

ln

Figure 2.8 Double connected region exterior to an airfoil.

Now apply Eq. (2.38) to @, for the region R between the body B and an arbitrary surface
% surrounding B to get

IO IO
fV@D-VQDDdV:f @D—Dds+f dp—2ds (2.39)
R B on ) on

If we let £ go to infinity the integral over ¥ vanishes and since d¢p/dn = 0 on B we
are left with

/ Vo, - Vopdl =0 (2.40)
R

Since the integrand is always greater than or equal to zero, it must be zero and consequently
the difference ®; — ®, can at most be a constant. Therefore, the solution to the Neumann
exterior problem in a simply connected region is unique to within a constant.

Consider now the doubly connected region exterior to the airfoil C in Fig. 2.8. Again let
@, and ¥, be solutions and take

P -0, =Pp

Green’s theorem is now applied to the function @ in the region o between the airfoil C
and the curve X surrounding it. Note that the integrals are still volume and surface integrals
and that the integrands do not vary normal to the plane of motion.

Insert a barrier b joining C and X and denote the two sides of the barrier as b— and
b+ as shown in the figure. Note that n is the outward normal to b— and —n is the outward
normal to b+. Equation (2.38) then becomes

I I
/vq>D-v<1>DdV=/c1>D Dds+/ &p—24s
o C 8}’1 ) 8

n

ID I
+/ D) DdS—/ dp—2dS (2.41)
_ on bt on

The integral around C is zero from the boundary condition and if we let ¥ go to infinity
the integral around X is zero also. Let @}, be ® on b— and &}, be ®p on b+. Then Eq.
(241)is

P, dD
fV¢D~V®DdV:/ @, DdS—/ o —2Lds (2.42)
4 b~ on bt on



32 2 / Fundamentals of Inviscid, Incompressible Flow

The normal derivative of ® , is continuous across the barrier and Eq. (2.42) can be written
in terms of an integral over the barrier:

NN
VO, - VO, dl= (¢, — d5)——dS (2.43)
o barrier on
If we reintroduce the quantities @ and @, and rearrange the integrand we get
007,
/ Vo, VopdV = f (@] — @ + @F — d;)—24dS (2.44)
g barrier on
Note that the circulations associated with flows 1 and 2 are given by
I =& — o7
M=o —d;
and are constant, and finally
0P,
o barrier n

Since in general we cannot require that the integral along the barrier be zero, the solution
to the Neumann exterior problem is only uniquely determined to within a constant when
I'y = I'; (when the circulation is specified as part of the problem statement). This result
can be generalized for multiply connected regions in a similar manner. The value of the
circulation cannot be specified on purely mathematical grounds but will be determined later
on the basis of physical considerations.

2.9 Vortex Quantities

In conjunction with the velocity vector, we can define various quantities such as
streamlines, stream tubes, and stream surfaces. Corresponding quantities can be defined for
the vorticity vector and these will prove to be useful later on in the modeling of lifting flows.

The field lines (e.g., in Fig. 2.9) that are parallel to the vorticity vector are called vortex
lines and these lines are described by

¢xdl=0 (2.46)
where dl is a segment along the vortex line (as shown in Fig. 2.9). In Cartesian coordinates,
this equation yields the differential equations for the vortex lines

dx dy dz

Al = 247
S S 247

" Positive direction
of ¢

Figure 2.9 Vortex line.



2.9 Vortex Quantities 33

S,
S

Sw

Figure 2.10 Vortex tube.

The vortex lines passing through an open curve in space form a vortex surface and the
vortex lines passing through a closed curve in space form a vortex tube. A vortex filament
is defined as a vortex tube of infinitesimal cross-sectional area.

The divergence of the vorticity is zero since the divergence of the curl of any vector is
identically zero:

V. (=V.-Vxq=0 (2.48)

Consider, at any instant, a region of space R enclosed by a surface S. An application of the
divergence theorem yields

ﬁ(-ndS:ﬁV-CdV:O (2.49)

At some instant in time draw a vortex tube in the flow as shown in Fig. 2.10. Apply Eq. (2.49)
to the region enclosed by the wall of the tube S,, and the surfaces S; and S, that cap the
tube. Since on S, the vorticity is parallel to the surface, the contribution of S, vanishes and
we are left with

/C~ndS= ¢-ndS+ | ¢-ndS=0 (2.50)
S Si S

Note that n is the outward normal and its direction is shown in the figure. If we denote n,
as being positive in the direction of the vorticity, then Eq. (2.50) becomes

/ ¢-n,dS= f ¢ -mn, dS = const. (2.51)
Sl SZ

At each instant of time, the quantity in Eq. (2.51) is the same for any cross-sectional surface
of the tube. Let C be any closed curve that surrounds the tube and lies on its wall. The
circulation around C is given from Eq. (2.4) as

I'c = / ¢ -n, dS = const. (2.52)
s

and is seen to be constant along the tube. The results in Egs. (2.51) and (2.52) express the
spatial conservation of vorticity and are purely kinematical.

If Eq. (2.52) is applied to a vortex filament and n, is chosen parallel to the vorticity
vector, then

['c = ¢ dS = const. (2.53)

and the vorticity at any section of a vortex filament is seen to be inversely proportional to
its cross-sectional area. A consequence of this result is that a vortex filament cannot end in
the fluid since zero area would lead to an infinite value for the vorticity. This limiting case,
however, is useful for the purposes of modeling and so it is convenient to define a vortex
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filament with a fixed circulation, zero cross-sectional area, and infinite vorticity as a vortex
filament with concentrated vorticity.

Based on results similar to those of Section 2.3 and this section, the German scientist
Hermann von Helmholtz (1821-1894) developed his vortex theorems for inviscid incom-
pressible flows, which can be summarized as:

1. The strength of a vortex filament is constant along its length.

2. A vortex filament cannot start or end in a fluid (it must form a closed path or extend
to infinity).

3. The fluid that forms a vortex tube continues to form a vortex tube and the strength
ofthe vortex tube remains constant as the tube moves about (hence vortex elements,
such as vortex lines, vortex tubes, vortex surfaces, etc., will remain vortex elements
with time).

The first theorem is based on Eq. (2.53), while the second theorem follows from this.
The third theorem is actually a combination of Helmholtz’s third and fourth theorems and
is a consequence of the inviscid vorticity transport equation (Eq. (2.9)).

2.10 Two-Dimensional Vortex

To illustrate a flowfield frequently called a two-dimensional vortex consider a
two-dimensional rigid cylinder of radius R rotating in a viscous fluid at a constant angular
velocity of wy, as shown in Fig. 2.11a. This motion results in a flow with circular streamlines

Streamlines

rw,

®) R g

Figure 2.11 Two-dimensional flowfield around a cylindrical core rotating as a rigid body.
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and therefore the radial velocity component is zero. Consequently the continuity equation
(Eq. (1.35)) in the r—6 plane becomes

9

=0 2.54

29 (2.54)
Integrating this equation results in

g0 = qo(r) (2.55)

The Navier—Stokes equation in the r direction (Eq. (1.36)), after neglecting the body force
terms, becomes

2 d
_pde _ _°P (2.56)
r ar
Because ¢y is a function of r only, and because of the radial symmetry of the problem, the
pressure must be either a function of 7 or a constant. Therefore, its derivative will not appear

in the momentum equation in the 6 direction (Eq. (1.37))
3%qs  10qs  qo
0= it LA ) 2.57
M( or? + r or rz) 2.57)

and since ¢y is a function of r only,

d’qp d (qe
0= ——+—| — 2.58
dr? + dr ( r ) ( )

Integration with respect to r yields

440 | a0
dr r
where C; is the constant of integration. Rearranging this yields

=C

1d
- -C
rdr(”le) !

and after an additional integration we get

C C
Go = —r + — (2.59)
2 r
The boundary conditions are
at r =R, go = —Rw, (2.60a)
at r = oo, qo =0 (2.60b)

The second boundary condition is satisfied only if C; = 0, and by using the first boundary
condition, the velocity becomes
R’w
g0 = —Ty (2.61)
From the vortex filament results (Eq. (2.53)), the circulation has the same sign as the
vorticity, and it is therefore positive in the clockwise direction. The circulation around the
circle of radius r concentric with (and larger than) the cylinder is found by using Eq. (2.3),

0
r= f qor d0 = 20,7 R* (2.62)
2
and is constant. The tangential velocity can be rewritten as
r
9o = —5— (2.63)

2nr
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This velocity distribution is shown in Fig. 2.11b and is called vortex flow. If r — 0 then the
velocity becomes very large near the solid core, as shown by the dashed lines.

It has been demonstrated that I" is the circulation generated by the rotating cylinder.
However, to estimate the vorticity in the fluid, the integration line shown by the dashed lines
in Fig. 2.11a is suggested. Integrating the velocity in a clockwise direction, and recalling
that g, = 0, we obtain

r
fﬁqwll:o-Ar—i— (r+Ar)A9—0~Ar—2—rA9=O
wr

r
27 (r + Ar)

This indicates that this vortex flow is irrotational everywhere, excluding the rotating cylinder
at the boundary of which all the vorticity is generated. When the core size approaches zero
(R — 0) then this flow is called an irrotational vortex (excluding the core point, where the
velocity approaches infinity).

The three-dimensional velocity field induced by such an element is derived in the next
section.

2.11 The Biot—Savart Law
At this point we have an incompressible fluid for which the continuity equation is
V-q=0 (1.23)

and where vorticity ¢ can exist; the problem is to determine the velocity field as a result
of a known vorticity distribution. We may express the velocity field as the curl of a vector
field B, such that

q=V xB (2.64)

Since the curl of a gradient vector is zero, B is indeterminate to within the gradient of a
scalar function of position and time, and B can be selected such that

V-B=0 (2.65)
The vorticity then becomes

¢=Vxq=Vx(VxB)=V(V-B)—V’B
Application of Eq. (2.65) reduces this to Poisson’s equation for the vector potential B:

¢=-V’B (2.66)
The solution of this equation, using Green’s theorem (see Karamcheti,' p. 533) is

1 ¢

[
4 Jy |ro — 1y

Here B is evaluated at point P (which is a distance r, from the origin, shown in Fig. 2.12)
and is a result of integrating the vorticity ¢ (at point r;) within the volume V. The velocity
field is then the curl of B:
1

v ¢

- L S 2.67)
. Jy [ro —rq]

q

Before proceeding with this integration, let us consider an infinitesimal piece of the vorticity
filament ¢, as shown in Fig. 2.13. The cross-sectional area dS is selected such that it is normal
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Origin
Figure 2.12 Velocity at point P due to a vortex distribution.

to ¢, and the direction d1 on the filament is

dl = ¢ dl
¢
Also, the circulation I is
'=¢dS
and
dV =dSdl

Figure 2.13

The velocity at point P induced by a vortex segment
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so that
¢ dl

— V=V xI[——
[ro —ry] [ro — rq]

V x
Carrying out the curl operation while keeping r; and dl fixed we get
dl dl -

_T X (ro —ry)

VxTI = 3
[ro — 11| [ro — 11|

Substitution of this result back into Eq. (2.67) results in the Biot—Savart law, which states
r dl x (1‘0 — 1'1)

= 2.68
4n Iro —ry/? (2:68)

or in differential form
_ Idlx(rg—ry)

= 2.68
47 |ro -1 (2.684)

A similar manipulation of Eq. (2.67) leads to the following result for the velocity due to
a volume distribution of vorticity:

1 ¢ x(rop—ry)
q—_ —_—

= dv 2.67
4 Jy v —nif? (2.67a)

2.12 The Velocity Induced by a Straight Vortex Segment

In this section, the velocity induced by a straight vortex line segment is de-
rived, based on the Biot—Savart law. It is clear that a vortex line cannot start or end in
a fluid, and the following discussion is aimed at developing the contribution of a seg-
ment that is a section of a continuous vortex line. The vortex segment is placed at an
arbitrary orientation in the (x, y, z) frame with constant circulation I', as shown in Fig.
2.14. The velocity induced by this vortex segment will have tangential components only as
indicated in the figure. Also, the distance ry — r; between the vortex segment and the
point P is r. According to the Biot-Savart law (Eq. (2.68a)) the velocity induced by

Figure 2.14 Velocity induced by a straight vortex segment.
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a segment d1 on this line, at a point P, is

' dlxr
Aq=— (2.68b)
4T 3
This may be rewritten in scalar form as
s
Agy = — sin £ (2.68¢)
4 r?

From the figure it is clear that
. d
d=r sinf and tan(wr —pB)= 7
and therefore

1= % and ar= -2
tan 8 sin” B

dap

Substituting these terms into Eq. (2.68¢) we get

I sin® B inp
47 d?

dpg = Lsin,Bdﬂ

Agy =
% 4rd

d
sin’ B
This equation can be integrated over a section (1 — 2) of the straight vortex segment of
Fig. 2.15:

B2

r r
(go)12 = Ind ; sinB dp = m(cosﬁl — cos ) (2.69)

The results of this equation are shown schematically in Fig. 2.15. Thus, the velocity induced
by a straight vortex segment is a function of its strength I', the distance d, and the two view
angles B and ;.

Aqem

Figure 2.15 Definition of the view angles used for the vortex-induced velocity calculations.
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ZA

P(x,y, 2)

X

Figure 2.16 Nomenclature used for the velocity induced by a three-dimensional, straight vortex
segment.

For the two-dimensional case (infinite vortex length) 8 = 0, 8, = &, and

T r
= — inBdf = — 2.70
ard ), SMP AP =0 (2.70)
For the semi-infinite vortex line that starts at point O in Fig. 2.14, 8y =n/2and §, =«
and the induced velocity is

T
" 4nd

which is exactly half of the previous value.

Equation (2.68b) can be modified to a form more convenient for numerical computations
by using the definitions of Fig. 2.16. For the general three-dimensional case the two edges
of the vortex segment will be located by r; and r, and the vector connecting the edges is

qe

g0 @2.71)

ro=r; —n

as shown in Fig. 2.16. The distance d and the cosines of the angles 8 are then (Robinson
and Laurman,>? p. 33)

_ri x|
[rol
Io- I
cos B =
|rollr:]
rg-I
cos B, =
|rol[r2]

The direction of the velocity q; » is normal to the plane created by the point P and the
vortex edges 1, 2 and is given by

r Xr
Iri X 1y

Substituting these quantities, and multiplying by this directional vector, we get an induced
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=Y

Figure 2.17 Flow between two two-dimensional streamlines.

velocity of
I' rixnr r I
qo=-——75F " |——— (2.72)
4 |r; X 1p| rnn

A more detailed procedure, including the numerical interpretation for using this formula,
is provided in Section 10.4.5. The subroutine inputs are vortex strength I" and the three
(x, v, z) values of the points 1, 2, and P; the subroutine returns the three components of the
induced velocity at point P.

2.13 The Stream Function

Consider two arbitrary streamlines in a two-dimensional steady flow, as shown in
Fig. 2.17. The velocity q along these lines I is tangent to them so that

qxdl=udz—wdx =0 (1.5)

and, therefore, the flux (volumetric flow rate) between two such lines is constant. This flow
rate between these two curves is

B B
flux = f q-ndl = / udz+ w(—dx) (2.73)
A A

where A and B are two arbitrary points on these lines. If a scalar function W(x, z) for this
flux is to be introduced, such that its variation along a streamline will be zero (according to
Eq. (1.5)), then based on these two equations (Eq. (1.6) and Eq. (2.73)) its relation to the
velocity is

ow ow
MZ—, w=—— (274)
0z ox
Substitution of this into Eq. (1.5) for the streamline results in
A A
dV=—dx+ —dz=—-wdx+udz=0 (2.75)
ox 0z

Therefore, d W along a streamline is zero, and between two different streamlines d W repre-
sents the volume flux (Eq. (2.73)). Integration of this equation results in

W = const. on streamlines (2.76)
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Substitution of Egs. (2.74) into the continuity equation yields

u dw R\ ’w _

ax 9z oxoz  oxdz
and therefore the continuity equation is automatically satisfied. Note that the stream function
is valid for viscous flow, too, and if the irrotational flow requirement is added then ¢, = 0.
Recall that the y component of the vorticity is

du OJw )
y = - — = V \I/
dz  Ox
and therefore for two-dimensional, incompressible, irrotational flow W satisfies Laplace’s

equation

(2.77)

VY =0 (2.78)
It is possible to express the two-dimensional velocity in the x—z plane as
v, 0w ke ix VU
=—i——k=jx
=%
Thus
q=jxVV¥ (2.79)

Using this method, we can obtain the velocity in cylindrical coordinates (for the r—9 plane):
. v n 10w v n 10w
=jx|—e+—-——e)|=——e+——¢,
LR P PR or 7 b6

and the velocity components are

LAY
gy = —— (2.80a)
or
_law (2.80b)
=0 '

The relation between the stream function and the velocity potential can be found by equat-
ing the expressions for the velocity components (Eq. (2.20) and Eq. (2.74)); in Cartesian
coordinates we have

od v P o
7" =77 (2.81)
ox 0z 9z x
and in cylindrical coordinates we have
od 1oV 100 o
—_— = = (2.82)
ar r 06 r 06 ar
These are the Cauchy—Riemann equations with which the complex flow potential will be
defined in Chapter 6.

Laplace’s equation in polar coordinates, expressed in terms of the stream function, is

V2 = 82_\11 4 lg 4 i 82_\11

ar2  r or  r? 06?2

To demonstrate the relation between the velocity potential and the stream function recall
that along a streamline

dV =udz—wdx =0 (2.84)

=0 (2.83)
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and similarly, along a constant potential line
do=udx+wdz=0 (2.85)

Since the slopes of the streamlines and the potential lines are negative reciprocals, these
lines are perpendicular to one another at any point in the flow.

Since constant stream function lines represent streamlines (Eq. (2.76)), the use of the
stream function for two-dimensional flows is quite attractive (see Sections 3.7-3.11). How-
ever, the applicability of stream functions to three-dimensional flows, apart from the ax-
isymmetric case, is more complicated (see Karamcheti,'> Section 4.9). Therefore, in this
book the velocity potential representation is preferred, except for a few two-dimensional
examples that use the stream function representation.
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Problems

2.1. Write the scalar version of the inviscid, incompressible, vorticity transport equation
in cylindrical coordinates for an axisymmetric flow.

2.2. Evaluate the boundary condition of Eq. (2.27) for a circle (and a sphere) whose
radius is varying such that » = a(¢) in a fluid at rest at infinity.

2.3. a. Consider an incompressible potential flow in a fluid region V with boundary S.
Find an equation for the kinetic energy in the region as an integral over S.
b. Now consider the two-dimensional flow between concentric cylinders with radii
a and b and velocity components g, = 0 and gy = A/r (where A is constant).
Calculate the kinetic energy in the fluid region using the result from (a).

2.4. a. Find the velocity induced at the center of a square vortex ring whose circulation
is I' and whose sides are of length a.
b. Find the velocity along the z axis induced by a circular vortex ring that lies in
the x—y plane, whose radius is a and circulation is I", and whose center is at the
origin of coordinates.

2.5. Find the stream function for a two-dimensional flow whose velocity components
areu = 2Ax and w = —2Az.



CHAPTER 3

General Solution of the Incompressible,
Potential Flow Equations

In the previous two chapters the fundamental fluid dynamic equations were formu-
lated and the conditions leading to the simplified inviscid, incompressible, and irrotational
flow problem were discussed. In this chapter, the basic methodology for obtaining the el-
ementary solutions to this potential flow problem will be developed. Because of the linear
nature of the potential flow problem, the differential equation does not have to be solved
individually for flowfields having different geometry at their boundaries. Instead, the ele-
mentary solutions will be distributed in a manner that will satisfy each individual set of
geometrical boundary conditions.

This approach, of distributing elementary solutions with unknown strength, allows a
more systematic methodology for resolving the flowfield in both cases of the “classical”
and the numerical methods.

3.1 Statement of the Potential Flow Problem

For most engineering applications the problem requires a solution in a fluid domain
V that usually contains a solid body with additional boundaries that may define an outer flow
boundary (e.g., a wing in a wind tunnel), as shown in Fig. 3.1. If the flow in the fluid region
is considered to be incompressible and irrotational then the continuity equation reduces to

Vid =0 (3.1

For a submerged body in the fluid, the velocity component normal to the body’s surface and
to other solid boundaries must be zero, and in a body-fixed coordinate system:

Vo-n=0 (3.2)

Here n is a vector normal to the body’s surface, and V& is measured in a frame of reference
attached to the body. Also, the disturbance created by the motion should decay far (r — o0)
from the body:

lim (Ve —v) =0 (3.3)

where r = (x, y, z) and v is the relative velocity between the undisturbed fluid in V' and the
body (or the velocity at infinity seen by an observer moving with the body).

3.2 The General Solution, Based on Green’s Identity

The mathematical problem of the previous section is described schematically by
Fig. 3.1. Laplace’s equation for the velocity potential must be solved for an arbitrary body
with boundary Sp enclosed in a volume V, with the outer boundary S,. The boundary
conditions in Egs. (3.2) and (3.3) apply to S and S., respectively. The normal n is defined
such that it always points outside the region of interest V. Now, the vector appearing in
the divergence theorem (e.g., q in Eq. (1.20)) is replaced by the vector & V&, — &, VD,

44
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Figure 3.1 Nomenclature used to define the potential flow problem.
where @ and &, are two scalar functions of position. This results in
f((blvcbz — ®,Vd,) -ndS = /(q>1v2q>2 — &, V2D dV (3.4)
s v

This equation is one of Green’s identities (Kellogg,' p. 215). Here the surface integral is
taken over all the boundaries S, including a wake model Sy (which might model a surface
across which a discontinuity in the velocity potential or the velocity may occur),

S =S84+ Sw+ S

Also, let us set

1
ch = - and q)z =0 (35)
r
where @ is the potential of the flow of interest in V, and r is the distance from a point
P(x, v, z), as shown in the figure. As we shall see later, ®; is the potential of a source (or
sink) and is unbounded (} — 00) as P is approached and r — 0. In the case where the
point P is outside of V both ®; and &, satisfy Laplace’s equation and Eq. (3.4) becomes

1 1
/(—V(D—cl)V—) ‘ndS=0 (3.6)
s \r r

Of particular interest is the case when the point P is inside the region. The point P must
now be excluded from the region of integration and it is surrounded by a small sphere of
radius €. Outside of the sphere and in the remaining region V the potential ®; satisfies
Laplace’s equation [V2(1/r) = 0]. Similarly V2®, = 0 and Eq. (3.4) becomes

1 1
/ <—V<I> — CbV—) -ndS=0 (3.6a)

S+sphere € \ 7 r
To evaluate the integral over the sphere, introduce a spherical coordinate system at P
and since the vector n points inside the small sphere, n = —e,, n- V& = —9®/dr, and

V1/r = —(1/r*)e,. Equation (3.6a) now becomes

l1o® O 1 1
—/ <——+—2>dS+/ (—VdD—CDV—) ‘ndS=0 (3.6b)
sphere ¢ \ 7 or r s \F r



46 3/ General Solution of the Incompressible, Potential Flow Equations

On the sphere surrounding P, [ dS = 4 e? (where r = €), and as € — 0 (and assuming
that the potential and its derivatives are well-behaved functions and therefore do not vary
much in the small sphere) the first term in the first integral vanishes, while the second term

yields
P
—/ (—z)dS = —47 d(P)
sphere ¢ \ 7

Equation (3.6b) then becomes

4 r r

®(P) = 1 / <1vq> - q>v1> -ndS (3.7)
S

This formula gives the value of ®(P) at any point in the flow, within the region V, in terms
of the values of ® and d®/dn on the boundaries S.

If, for example, the point P lies on the boundary Sp then in order to exclude the point
from V, the integration is carried out only around the surrounding hemisphere (submerged
in V) with radius €, and Eq. (3.7) becomes

1 1 1

®(P) = —/(—VCD—CDV—) nds (3.7a)
2w Jg \r r

Now consider a situation when the flow of interest occurs inside the boundary of Sp and

the resulting “internal potential” is ®;. For this flow the point P (which is in the region V)

is exterior to Sp, and applying Eq. (3.6) yields

1 1 1

= — (—V(D,- — <I>iV—) -ndS (3.7b)
4 Js, \r r

Here, n points outward from Sz. A form of Eq. (3.7) that includes the influence of the inner

potential, as well, is obtained by adding Eq. (3.7) and Eq. (3.7b) (note that the minus sign

is a result of the opposite direction of n for ®;):

1 1 1
O(P)= /S [;V(CD — ) — (P — c1>i)v;} -nds

1 1 1
+ — (—V@ — @V—) -ndS (3.8)
4 Jop4s., \7 r
The contribution of the S, integral in Eq. (3.8) (when S, is considered to be far from Sp)
can be defined as

Ooo(P) = 1 / <lvq> - @Vl) nds (3.9)
4 Js \r r
This potential, usually, depends on the selection of the coordinate system and, for example,
in an inertial system where the body moves through an otherwise stationary fluid ®, can be
selected as a constant in the region. Also, the wake surface is assumed to be thin, such that
d®/0dn is continuous across it (which means that no fluid-dynamic loads will be supported
by the wake). With these assumptions Eq. (3.8) becomes

1 1 1
®(P) = ;- /SE |:;V(d> — @) — (D — @i)v;} nds

1 1
- — ®n - V-dS+ O,(P) (3.10)
4 Js, r
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o
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i 30,
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Figure 3.2 The velocity potential near a solid boundary Sp.

As was stated before, Eq. (3.7) (or Eq. (3.10)) provides the value of ®(P) in terms of ®
and d®/dn on the boundaries. Therefore, the problem is reduced to determining the value
of these quantities on the boundaries. For example, consider a segment of the boundary Sp

as shown in Fig. 3.2; then the difference between the external and internal potentials can be
defined as

—pu=®o— (3.11)

and the difference between the normal derivative of the external and internal potentials as

od 0D,
o=— —

an on

These elements are called doublet (1) and source (o) and the minus sign is a result of
the normal vector n pointing into Sg. The properties of these elementary solutions will be
investigated in the following sections. With the definitions of Eq. (3.11) and Eq. (3.12),
Eq. (3.10) can be rewritten as

o= [ o) o)

L [Mn.v<l)]dS+ Boe(P) (3.13)
47 Sw r

(3.12)

and the doublet strength p appearing in the second integral (over Sy) is the potential
difference between the upper and lower wake surfaces (that is, if the wake thickness is zero,
then © = —A® on Sy ). The vector n here is the local normal to the surface, which points
in the doublet direction (as will be shown in Section 3.5). It is convenient to replace n - V
by d/0n in this equation, and it becomes

1 1 d (1 1 d (1
d(P)= _E S, [U(;>—M%<;>:|d5+a 50 [M%(;)]dS‘FCDOO(P)
(3.13a)

Note that both source and doublet solutions decay as r — oo and automatically fulfill the
boundary condition of Eq. (3.3) (where v is the velocity due to ®).

To find the velocity potential in the region V, the strength of the distribution of doublets
and sources on the surface must be determined. Also, Eq. (3.13) does not specify a unique
combination of sources and doublets for a particular problem and a choice must be made
in this matter (usually based on the physics of the problem).

It is possible to require that

0d; . 0P
an ~ on

on Sp
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and in this case the source term on Sp vanishes and only the doublet distribution remains.
Alternatively, the potential can be defined such that

q),' = on SB

and in this case the doublet term on S vanishes and the problem will be modeled by a
source distribution on the boundary.

In the two-dimensional case the source potential is ®; = Inr as will be shown in Sec-
tion 3.7, and the two functions of Eq. (3.5) become

P =Inr and O, =9 (3.14)

Also, at the point P, the integration is around a circle with radius € and Eq. (3.60) becomes

0P 1
—/ (ln r——@—)dS—i—/(ln rVo — &Vin r) -ndS=0 (3.15)
circle € or r N

The circumference of the small circle around P is now 2me (compared to 4me? in the
three-dimensional case) and Eq. (3.7) in two dimensions is

1
O(P) = —E/;(ln rVd —®Vinr)- ndS (3.16)

If the point P lies on the boundary Sg, then the integration is around a semicircle with
radius € and Eq. (3.16) becomes

1
d>(P)=——/(lr1 rVé — oVinr) ndS (3.16a)
T Js
whereas if P is inside Sp the two-dimensional version of Eq. (3.7b) is
1
0=—— | (InrvVd, —O;Vinr) -ndS (3.16b)
2 Sp

With the definition of the far field potential @, and the unit elements u and o being
unchanged, Eq. (3.13a) for the two-dimensional case becomes

d(P) = %/ |:a lnr—,ui(ln r):| das — if ui(ln r)dS+ @, (P)
7 Js, on 2w Jg, On
(3.17)

Note that d/9n is the orientation of the doublet as will be illustrated in Section 3.5 and
that the wake model Sy in the steady, two-dimensional lifting case is needed to represent a
discontinuity in the potential .

33 Summary: Methodology of Solution

In view of Eq. (3.13) (Eq. (3.17) in two dimensions), it is possible to establish
a fairly general approach to the solution of incompressible potential flow problems. The
most important observation is that the solution of V2® = 0 can be obtained by distributing
elementary solutions (sources and doublets) on the problem boundaries (Sg, Sw). These
elementary solutions automatically fulfill the boundary condition of Eq. (3.3) by having ve-
locity fields that decay as r — oco. However, at the point where r = 0, the velocity becomes
singular, and therefore the basic elements are called singular solutions.
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The general solution requires the integration of these basic solutions over any surface S
containing these singularity elements because each element will have an effect on the whole
fluid field.

The solution of a fluid dynamic problem is now reduced to finding the appropriate sin-
gularity element distribution over some known boundaries, so that the boundary condition
(Eq. (3.2)) will be fulfilled. The main advantage of this formulation is its straightforward
applicability to numerical methods. When the potential is specified on the problem bound-
aries then this type of mathematical problem is called the Dirichlet problem (Kellogg,'?
p- 286) and is frequently used in many numerical solutions (panel methods).

A more direct approach to the solution, from the physical point of view, is to specify the
zero normal flow boundary condition (Eq. (3.2)) on the solid boundaries. This problem is
known as the Neumann problem (Kellogg,' p. 286) and in order to evaluate the velocity
field the potential is differentiated:

1 1 1 d (1
Vo=—— | oV|-)dS+— uV|—(=]1dS+ Vo,  (3.18)
4 Js, r 4m Js, 45y on \r

Again, the derivative d/dn for the doublet indicates the orientation of the element as will
be shown in Section 3.5. Substituting this equation into the boundary condition of Eq. (3.2)
can serve as the basis of finding the unknown singularity distribution. (This can be done
analytically or numerically.)

For a given set of boundary conditions, the above solution technique is not unique,
and many problems can be solved by using a preferred type of singularity element or any
linear combination of the two singularity types. Therefore, in many situations additional
considerations are required (e.g., the method that will be presented in the next chapter to
define the flow near sharp trailing edges of wings). Also, in a particular solution a mixed
use of the above boundary conditions is possible for various regions in the flowfield (e.g.,
Neumann condition on one boundary and Dirichlet on another).

Prior to attempting to apply this methodology to the solution of particular problems, the
features of the elementary solutions are analyzed in the next sections.

34 Basic Solution: Point Source

One of the two basic solutions presented in Eq. (3.13) is the source/sink. The
potential of such a point source element (Fig. 3.3a), placed at the origin of a spherical
coordinate system, is

o
d=—-—— 3.19
drrr ( )

The velocity due to this element is obtained by using V in spherical coordinates from
Eq. (1.39). This will result in a velocity field with a radial component only

o 1 o e, or
o= v<_) LA (3.20)

_E r :47tr_2 Hr?

which, in spherical coordinates, is

( )= (2% 0.0)= (-2 0.0 (3.21)
Ar90-90) =\ 550 ) =\ g™ )
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Figure 3.3 (a) Streamlines and equipotential lines due to source element at the origin, as viewed in
the x—z plane. (b) Radial variation of the radial velocity component induced by a point source.

So the velocity in the radial direction decays with the rate of 1/72 and is singular at r = 0,
as shown in Fig. 3.3. Consider a source element of strength o located at the origin as in
Fig. 3.3. The volumetric flow rate through a spherical surface of radius r is

q,47‘n’2 = (

o 2
4rr-=o
4r?
where 4772 is the surface area of the sphere. The positive o, then, is the volumetric rate
at which fluid is introduced at the source, whereas a negative o is the rate at which flow is
going into the sink. Note that this introduction of fluid at the source violates the conservation
of mass; therefore, this point must be excluded from the region of solution.
If the point element is located at a point ry and not at the origin, then the corresponding
potential and velocity will be
—0
=— (3.22)
4 |r — ro|
O Tr—1Ty

=—— 3.23
q 47 |r —ro|? (3:23)
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The Cartesian form of this equation, when the element is located at (x¢, yo, zo), 1S

—0

(I)(x’ y, Z) = (324)
4 /(x — x0)2 4+ (y — y0)* + (z — 20)?
The velocity components of this source element are
9 o(x — xo)
ux,y,z2)=— = 3.25a
D = S T Tl F 0 0+ G- 0T (3230
P o(y = yo)
v(x,y,2) = — = 3.25b
=y = dl = 4 6 =302 T (e — 20?7 (3230)
o -
wx, y,7) = — otz — 20) (3.25¢)

9z 4rl(x — xo)? + (v — y0)* + (2 — 2P’
This basic point element can be integrated over a line /, a surface S, or a volume V to

create corresponding singularity elements that can be used, for example, to construct panel
elements. Consequently, these elements can be established by the following integrals:

—1 o (xo, Yo, z0) d!
d(x,y,2) = — 3.26
G = ) Ja =t 0 =P (320
-1 o (xo, Yo, 20) dS
d(x,y,2) = — 3.27
(2.2 4”AJ@—MV+@—WY+@—MZ (327
O(x, v, 2) = — o (X0, Y0, 20) 4V (3.28)

4 Jv /(x — x0)* + (y — ¥0)* + (2 — 20)?

Note that o in Egs. (3.26), (3.27), and (3.28) represents the source strength per unit length,
area, and volume, respectively. The velocity components induced by these distributions can
be obtained by differentiating the corresponding potentials:

0d 0P 0P
(M, v, w) = PN

ox dy 0z
3.5 Basic Solution: Point Doublet

The second basic solution, presented in Eq. (3.13), is the doublet

o= v(l) (3.29)
4 r

A closer observation reveals that ®goupiet = —(9/91)Psource for elements of unit strength.
This suggests that the doublet element can be developed from the source element. Consider
a point sink at the origin and a point source at 1, as shown in Fig. 3.4. The potential at a
point P, due to these two elements, is

o 1 1
O=——— (3.30)
47 \Jr] |r—1]

Now, bringing the source and the sink together by letting / — 0 and o — oo such that
lo — u, where p is finite, we obtain for the potential

. o (|r—=1]—|r|

b= lim ————
-0 4mx \_ |r|lr =1
a—> 00

ol—pn
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Sink
at origin

Figure 3.4 The influence of a point source and sink at point P.

As the distance [ approaches zero

Irllr =1 — r2

and the difference in length between |r| and |r — 1| becomes
(jr =1 —|r|) > =1 cos ¥
and the potential becomes

—u cos ¥
C4n 2
The angle ¥ is between the unit vector e; pointing in the sink-to-source direction (doublet
axis) and the vector r, as shown in the figure. Defining a vector doublet strength g that
points in this direction pt = w e; can further simplify this equation to
_u . r

®= (3.32)

(3.31)

Note that this doublet element is identical to the second term appearing in the general
equation of the potential (Eq. (3.13) or Eq. (3.29)) if ¢ is in the n direction; thus

—e T -1 0
D doublet = W = —€ - V(m) = _%q)source (333)

For example, for a doublet at the origin and the doublet strength vector (i, 0, 0) aligned
with the x axis (e; = e, and ¢ = 6), the potential in spherical coordinates is
—ucosf

4r?

Furthermore, in Cartesian coordinates, the arbitrary orientation of p can be expressed in
terms of three generic unit doublet elements whose axes are aligned with the coordinate
directions:

(1,0,0),  (0,1,0), (0,0, 1)

(.0, ¢) = (3.34)
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Figure 3.5 Sketch of the streamlines due to a doublet pointing in the x direction (e.g., a small jet
engine blowing in the po = (1, 0, 0) direction).

The different elements can be derived for each of these three doublets by using Eq. (3.32)
or by differentiating the corresponding term in Eq. (3.29) using d/dn as the derivative in
the direction of the three axes. The velocity potential due to such doublet elements, located
at (xo, Yo, 20), 1S

" 1 pod 1
oty oo Py _nd 3.35
()= gon <|I'—I‘0|> 4n8n<lr—rol) o

Taking d/dn in the x, y, and z directions yields

9
dax
9 1
dy

3.36
V& = x0)2 + (v — y0)? + (z — 20)? (330

%
P(x,y,2) = o

0z

Equation (3.34) shows that the doublet element does not have a radial symmetry but rather
has a directional property. Therefore, in Cartesian coordinates three elements are defined,
one for each direction: x, y, or z (see for example the element pointing in the x direction in
Fig. 3.5). After performing the differentiation in Eq. (3.36) in the x direction we obtain the
velocity potential:

P(x, y.2) = ;—:(x —x0)[(x = x0)* + (v = yo)* + (2 — 20’1 (3.37)
The result of the differentiation in the y direction is

P(x, y,2) = ;—:(y — yo)l(x = x0)* + (v = yo)’ + (2 — 20’12 (3.38)
and the result in the z direction is

Ox. y.2) = 2o = 20l =30+ = 30 + (2 = 2012 (3.39)

The velocity field, due to a x-directional point doublet (u, 0, 0), is illustrated in Fig. 3.5.
The velocity potential is given by Eq. (3.34) and the velocity components due to such an
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element at the origin are easily described in spherical coordinates:

8CI> _ pcosb

. - 3.40
= 273 (3-40)
1 0d _ K sin 0
= - 3.41
©= %0 T 4 (341)
1 09
= — =0 3.42
9= 5in6 39 (342)

The velocity components in Cartesian coordinates for this doublet at (x, yo, z9) can be
obtained by differentiating the velocity potential in Eq. (3.37):

no - ¥0)* + (z — 20)* — 2(x — xo)?

T T =02+ (0 — 0 + (2 — 2T (3.43)
3u (x — x0)(y — ¥o)

' T e [ — %0 + (0 — 3P + (2 — 0P (3.44)
3u (x — x0)(z — 20)

== 3.45
A [ =3P + O — ) + ¢ — 0P G4
Again, this basic point element can be integrated over a line /, a surface S, or a volume V

to create the corresponding singularity elements that can be used, for example, to construct

panel elements. Consequently, these elements [e.g., for (u, 0, 0)] can be established by the
following integrals:

w(xo, Yo, Z0) - (x — x)dl

R el Ty e P 3 (340

S(x.y. o) = fs o fo ()ﬁojryfy’m)yo()fJ:f;)dfo)zp/z (3.47)

P = /v [ — Zo()zo;yf; Z—O)yo(; T Zl‘f )—szo)213/2 (349)
3.6  Basic Solution: Polynomials

Since Laplace’s equation is a second-order differential equation, a linear function
of position will be a solution, too:

¢ =Ax+By+Cz (3.49)

The velocity components due to such a potential are

oD oD od
U= =A=Ug,, v= =B =V, w= =C=Wsx (3.50)
x 8y 3z

where Uy, Voo, and W, are constant velocity components in the x, y, and z directions.
Hence, the velocity potential due a constant free-stream flow in the x direction is

D = Ugpx (3.51)
and in general

O =Uyx + Vooy + Weoz (3.52)
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Along the same lines, additional polynomial solutions can be sought and as an example let
us consider the second-order polynomial with A, B, and C being constants:

® = Ax’ + By’ + Cz? (3.53)
To satisfy the continuity equation we must have
VIO =A+B+C=0

There are numerous combinations of constants that will satisfy this condition. However,
one combination where one of the constants is equal to zero (e.g., B = 0) describes an
interesting flow condition. Consequently

A=-C
and by substituting this result into Eq. (3.53) we get a velocity potential of
® = A(x? —7%) (3.54)

The velocity components for this two-dimensional flow in the x—z plane are

u=2Ax, v=20, w = —2Az (3.55)
To visualize this flow, we need the streamline equation (Eq. (1.6a))
dx dz
u o ow

Substitution of the velocity components yields
dx dz

2Ax ~ —2Az

Integration by separation of variables results in

xz= const.=D (3.56)

The streamlines for different constant values of D = 1,2, 3 ... are plotted in Fig. 3.6 and,
for example, if only the first quadrant of the x—z plane is considered, then the potential

zZA

=Y

Figure 3.6 Streamlines defined by xz = constant. Note that each quadrant describes a flow in a corner.
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describes the flow around a corner. If the upper half of the x—z plane is considered then
this flow describes a stagnation flow against a wall. Note that when x = z = 0, the velocity
components ¥ = w = ( vanish too, which means that a stagnation point is present at the
origin, and the coordinate axes x and z are also the stagnation streamline.

3.7 Two-Dimensional Version of the Basic Solutions

a. Source

We have seen in the three-dimensional case that a source element will have a radial
velocity component only. Thus, in the two-dimensional r, 6 coordinate system the tangential
velocity component gg = 0. The requirement that the flow be irrotational yields

1] 0 d 10
&y = 2wy = —;[5(”19) - @(Qr)] = ;@(Qr) =0

and therefore the velocity component in the r direction is a function of » only [¢, =
qr(r)]. Also, the remaining radial velocity component must satisfy the continuity equa-
tion (Eq. (1.35))

q 1d

V.q= +==—-——(@q)=0
q dr r r dr( ar)

This indicates that rq, = const. = /2w, where o is the area flow rate passing across a

circle of radius r, and the resulting velocity components for a source element at the origin

are

0P o
"= = 2 27
109

Integrating these equations we find the velocity potential
o="Ir+C (3.59)
2

and the constant C can be set to zero, as in the source potential used in Eq. (3.19).

The strength of the source is then o, which represents the flux introduced by the source.
This can be shown by observing the flux across a circle with a radius R. The velocity at that
location, according to Eq. (3.57), is 0/27 R, and the flux is

o
ar 2w R ?

So the velocity, as in the three-dimensional case, is in the radial direction only (Fig. 3.3a)
and decays with a rate of 1/r. At r = 0, the velocity is infinite and this singular point must
be excluded from the region of the solution.

In Cartesian coordinates the corresponding equations for a source located at (xg, z¢) are

O(r.2) = 2 In/(x =30 + (2 — 20 (3.60)
8<I> o X — X0
== 3.61
x 27—tz —2f .61
P —
7 Sl (3.62)

:3_22 E(X—XQ)z—i-(Z—Zo)z
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In the two-dimensional case, the velocity components can be found as the derivatives of
the stream function for a source at the origin. Recalling these formulas (Egs. (2.80a,b)) and
comparing with the velocity components we find

v
ar
10w o
== — 3.64
=500 T 2mr (3.64
Integrating Eqs. (3.63) and (3.64) and setting the constant of integration to zero yields
o
v=_—90 (3.65)
2

The streamlines (Eq. (3.65)) and the perpendicular constant potential lines (Eq. (3.59)) for
the two-dimensional source resemble those of the three-dimensional case and are shown
schematically in Fig. 3.3a.

b. Doublet

The two-dimensional doublet can be obtained by letting a point source and a point
sink approach each other, such that their strength multiplied by their separation distance
becomes the constant p (as in Section 3.5). Because of the logarithmic dependence of the
source potential, Eq. (3.32) becomes

—p-r
D(r) = St (3.66)
which can be derived directly by using Eq. (3.33),
o) = -2 T ny (3.67)
on 2w

and then replacing the source strength by 1. As an example, selecting n in the x direction
yields

K= (u,0)
and Eq. (3.66) for a doublet at the origin becomes
— 0
o(r,0) = L (3.68)
27 r
The velocity field due to this element can be obtained by differentiating the velocity potential:
0® ucosh
= — = 3.69
1 or 2mr? (3.69)
19®  psin6
2" _ 3.70
= 50 2712 (3.70)
The velocity potential in Cartesian coordinates for such a doublet at the point (xo, z¢) is
Dx,z)= TN (3.71)

27 (x — x0)% + (z — 20)?

and the velocity components are

o (x—x0)* = (z — 20)?
"= 2T — w0l + e 20PF G-72)
B 2(x — x0)(z — 20)

T 2 [ — xR + (2 — 200

(3.73)
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|

@ = const. lines
Streamlines

Figure3.7 Streamlines and equipotential lines due to a two-dimensional doublet at the origin, pointing
in the x direction.

To derive the stream function for this doublet element, located at the origin, write the
above velocity components in terms of the stream function derivatives

oV  usinf
- > 3.74
a0 or 27 r? (3-74)
10W  wcosé
= —— = ———— 3.75
4 r 00 27 r? (3-75)

Integrating Egs. (3.74) and (3.75) and setting the constant of integration to zero (see stream-
lines in Fig. 3.7) we obtain

sin @
w=Ht

3.76
2nr ( )

Note that a similar doublet element where ;o = (0, 1) can be derived by using Eq. (3.66)
(or (3.67)).

3.8 Basic Solution: Vortex

The general solution to Laplace’s equation as stated in Egs. (3.13) and (3.17)
consists of source and doublet distributions only. But, as indicated in Section 3.6, other
solutions to Laplace’s equation are possible, and based on the vortex flow of Section 2.10
we shall formulate the velocity potential and its derivatives for a point vortex (the three-
dimensional velocity field is then given by the Biot—Savart law of Section 2.11). Therefore,
it is desired to construct a singularity element with only a tangential velocity component,
as shown in Fig. 3.8a, whose magnitude will decay in a manner similar to the decay of
the radial velocity component of a two-dimensional source (e.g., will vary with 1/r). The
velocity components are then

q- =0
qo = qo(r, 0)

Substitution of these velocity components into the continuity equation (Eq. (1.35)) results
in gy being a function of r only,

g9 = qa(r)

For irrotational flow, we substitute these relations into the vorticity expression to get

1[ o d 10
by = 2wy = _;[5(7519) - a_Q(Qr)] =7 5.0ra) =0
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Lines of constant potential.
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due to a0 r
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Figure 3.8 (a) Streamlines and equipotential lines for a two-dimensional vortex at the origin.
(b) Radial variation of the tangential velocity component induced by a vortex.

Integrating with respect to r, we get
rgo =const. = A

Thus the magnitude of the velocity varies with 1/r, similarly to the radial velocity component
of a source. The value of the constant A can be calculated by using the definition of the
circulation I" as in Eq. (2.36):

0
F:quil:/ gy -rdf =—-2mA
2

Note that positive I" is defined according to the right-hand rule (positive clockwise); there-
fore, in the x—z plane as in Fig. 3.8 the line integral must be taken in the direction opposite
to that of increasing 6. The constant A is then

T
2
and the velocity field is
g =0 3.77)
r
9o = —5— (3.78)
2nr

As expected, the tangential velocity component decays at a rate of 1/ as shown in Fig. 3.8b.
The velocity potential for a vortex element at the origin can be obtained by integration of

Egs. (3.77) and (3.78):
r
T

where C is an arbitrary constant that can be set to zero. Equation (3.79) indicates too that the
velocity potential of a vortex is multivalued and depends on the number of revolutions around
the vortex point. So when integrating around a vortex we do find vorticity concentrated at
a zero-area point, but with finite circulation (see Sections 2.9 and 2.10). However, if we
integrate q - dl around any closed curve in the field (not surrounding the vortex) the value
of the integral will be zero (as shown at the end of Section 2.10 and in Fig. 2.11a). Thus,
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the vortex is a solution to the Laplace equation and results in an irrotational flow, excluding
the vortex point itself.
Equations (3.77) to (3.79) in Cartesian coordinates for a vortex located at (xg, z¢) are

F —
d=——tan ! % (3.80)
2 X — Xo
F —
w=— 0 (3.81)
27 (z — 20)* + (x — x0)
F —
w = i (3.82)

27 (z = 20)° + (x — x0)
To derive the stream function for the two-dimensional vortex located at the origin, in

the x—z (or r—0) plane, consider the velocity components in terms of the stream function
derivatives

IV r
qo = T T onr (3.83)
qr = 1w =0 (3.84)
r 06

Integrating Eq. (3.83) and (3.84) and setting the constant of integration to zero we get
r
V=—Inr (3.85)
27

and the streamlines where W = const. are shown schematically in Fig. 3.8a.

3.9 Principle of Superposition

If &, &,,..., d, are solutions of the Laplace equation (Eq. (3.1)), which is
linear, then
n
=) (3.86)
k=1
is also a solution for that equation in that region. Here ¢y, c», . . ., ¢, are arbitrary constants

and therefore
n

VIO =) ViD= 0
k=1
This superposition principle is a very important property of the Laplace equation, paving
the way for solutions of the flowfield near complex boundaries. In theory, by using a set of
elementary solutions, the solution process (of satisfying a set of given boundary conditions)
can be reduced to an algebraic search for the right linear combination of these elementary
solutions.

3.10 Superposition of Sources and Free Stream: Rankine’s Oval

As a first example for using the principle of superposition, consider the two-
dimensional flow resulting from superimposing a source with a strength o at x = —xg, a
sink with a strength —o at x = +x, both on the x axis, and a free stream flow with speed
U in the x direction (Fig. 3.9). The velocity potential for this case will be

D(x, 2) = Usox + —In(r1) — — In(r2) (3.87)
2 2



3.10 Superposition of Sources and Free Stream: Rankine's Oval 61
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Figure 3.9 Combination of a free stream, a source, and a sink.

where r1 = [(x + x0)?> + z%]"/? and r, = [(x — x0)*> + z%]"/2. The stream function can be
obtained by adding the stream functions of the individual elements:

o
21
where 6 = tan~![z/(x + x¢)] and 6, = tan~![z/(x — xo)]. Substitution of 71, r5, 61, and 6,
into the velocity potential and the stream function yields

D(x, z) = Usox + T V(x +x0)? + 72— ZIn V(x = x0)? + 22 (3.87a)
2 2

-1_ % 9 —1
— — tan
X +xy0 27 X — Xo

W(x, 2) = UneZ + =01 — —06, (3.88)
2w

W(x,2) = Uz + — tan (3.884)
2

The velocity field due to this potential is obtained by differentiating either the velocity
potential or the stream function:

0P o X 4+ xo o X — Xo
——— U - - - - - 7 3.89
" dx oo 2w (x +x0)2 +22 2w (x —x0)? + 22 (3.89)
0P
. o z o z (3.90)

W= — = — -

0z 2m (x+x0)?+2> 27 (x — x)* + 22
Because of the symmetry about the x axis the stagnation points are located along the x axis,
at points further out than the location of the source and sink, say at x = +a (Fig. 3.10a).
The w component of the velocity at these points (and along the x axis) is automatically
zero, too. The distance a is then found by setting the u component of the velocity to zero:

o 1 o 1 o X0

+a,0) = U + — -z —U - T
u(*a, 0) °°+271(:l:a+x0) 27 (£a — xo) OO 7 (a® — x})

=0

and a is

o X0 2
=/ + 3.91
“ mUx o ( )

Consider the stagnation streamline (which passes through the stagnation points). The
value of W for the stagnation streamline can be found by observing the value of Eq. (3.88)
on the left-side stagnation point (where 6, = 6, = w and z = 0). This results in ¥ = 0,
which can be shown to be the same for the right-side stagnation point as well (where
61 = 0, = 0). The equation for the stagnation streamline is therefore

2 tant = 7 tan' S — (3.92)

Y(x,z)=U, _
(x, 2) °°Z+271 X +xy0 27 X — Xo
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Figure 3.10 (a) Streamlines inside and outside of a Rankine oval. (b) Velocity distribution (¢> =
u? + w?) on the surface of 20% and 50% thick Rankine ovals.

The streamlines of this flow, including the stagnation streamline, are sketched in Fig. 3.10a
and the resulting velocity distribution is shown in Fig. 3.10b. Note that the stagnation
streamline includes a closed oval shape (called Rankine’s oval after W. J. M. Rankine, a
Scottish engineer who lived in the nineteenth century) and the x axis (excluding the segment
between x = =+a). This flow (source and sink) can therefore be considered to model the
flow past an oval of length 2a. (For this application, the streamlines inside the oval have no
physical significance.) The flow past a family of such ovals can be derived by varying the
parameters o and x( or a, and by plotting the corresponding streamlines.

3.11 Superposition of Doublet and Free Stream: Flow around a Cylinder

Consider the superposition of the free stream potential of Eq. (3.51), where x =

r cos 6 in cylindrical coordinates, with the potential of a doublet (Eq. (3.68)) pointing in

the negative x direction [ = (—u, 0)]. The combined flow, as shown in Fig. 3.11, has the
velocity potential

u cosb

O = Ugrcosh + —
2w r

(3.93)
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Streamlines
for a uniform Streamlines for
flow a doublet

Figure 3.11 Addition of a uniform flow and a doublet to describe the flow around a cylinder.

The velocity field of this potential can be obtained by differentiating Eq. (3.93):

P 7

gr=—= <Uoo — 27”2) cos 6 (3.94)
10d % .

qop = ;% = _(Uoo + 2j‘[r2> sin 6 (395)

If this flow combination is thought of as a limiting case of the flow in Section 3.10 with the
source and sink approaching each other, it is expected that the oval will approach a circle in
this limit. To verify this, note that g, = 0 for r = [1/27 Us]"/? for all # (from Eq. (3.94))
and the radial direction is normal to the circle. If we take r = R as the radius of the circle,
then the strength of the doublet is

w = Us2m R? (3.96)

Substitution of this value of u into Egs. (3.93), (3.94), and (3.95) results in the flowfield
around a cylinder with a radius R:

R2
O =U, cos@(r + —) 3.97)
r
RZ
qr = Uso cos0<1 - —2> (3.98)
r
RZ
qo = —Ux sin9(l + r_z) (3.99)

For the two-dimensional case, evaluation of the stream function can readily provide the
streamlines in the flow (by setting W = const). These results for the cylinder in a free
stream can be obtained, too, by the superposition of the free stream and the doublet [with
(—u, 0) strength] stream functions:

i sinf

W = Uyr sinf — —
2n r

(3.100)

The stagnation points on the circle are found by letting go = 0 in Eq. (3.99) and thus are at
60 = 0 and & = 7. The value of W at the stagnation points 8 = 0 and 6 = 7 (and therefore
along the stagnation streamline) is found from Eq. (3.100) to be W = 0. This is equivalent to
requiring that ¢, (R, ) = 0, and the strength of u again is given by Eq. (3.96). Substituting



64 3/ General Solution of the Incompressible, Potential Flow Equations

=~y

Figure 3.12  Streamlines due to the addition of a doublet and a uniform flow (flow around a cylinder).

w in terms of the cylinder radius into Eq. (3.100) we obtain

R2
W= U, sin9<r - —> (3.101)

r

This describes the streamlines of the flow around the cylinder with radius R (Fig. 3.12).
These lines are perpendicular to the potential lines of Eq. (3.97).

To obtain the pressure distribution over the cylinder, the velocity components are eval-
uated at r = R:

4 =0,  go=—2Ussind (3.102)

The pressure distribution at r = R is obtained now with Bernoulli’s equation

P2 4
vt = L

Substitution of the value of gy at r = R yields

%

1
P— P = 5pUgo(l — 4sin®9) (3.103)
and the pressure coefficient is
P— P _ (1 _45sin%6) (3.104)

"7 (1/2)pU%
It can be easily observed that at the stagnation points 6 = 0 and = (where g = 0), C,, = 1.
Also, the maximum speed occurs at the top and bottom of the cylinder (6 = /2, 37/2)
and the pressure coefficient there is —3.

To evaluate the components of the fluid dynamic force acting on the cylinder, the above
pressure distribution must be integrated. Let L be the lift acting in the z direction and D
the drag acting in the x direction. Integration of the components of the pressure force on an
element of length R d6 leads to

2w 2w
L:/ —pRdbO sinf =/ —(p — Poo)R dO sin 6
0 0

2

—1
:7,0U§o (1 —4sin0)Rsin6do =0 (3.105)
0

2w 2
D=/ —de@cos@:/ —(p — poo)R dB cos 6
0 0

2w

—1
=7pU§o (1 —4sin*#)Rcosfdb =0 (3.106)
0
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Figure3.13 Hydrogen bubble visualization of the separated water flow around a cylinder at a Reynolds
number of 0.2 x 10°. (Courtesy of K. W. McAlister and L. W. Carr, U. S. Army Aeroflightdynamics
Directorate, AVSCOM.)

Here the pressure was replaced by the pressure difference p — po term of Eq. (3.103),
and this has no effect on the results since the integral of a constant pressure p., around
a closed body is zero. A very interesting result of this potential flow is that the fore and
aft symmetry leads to pressure loads that cancel out. In reality the flow separates and will
not follow the cylinder’s rear surface, as shown in Fig. 3.13. The pressure distribution due
to this real flow, along with the results of Eq. (3.104), are plotted in Fig. 3.14. This shows
that at the front section of the cylinder, where the flow is attached, the pressures are well
predicted by this model. However, behind the cylinder, because of the flow separation, the
pressure distribution is different.

In this example, because of the symmetry in the upper and the lower flows (about the x
axis), no lift was generated. A lifting condition can be obtained by introducing an asymmetry,
in the form of a clockwise vortex with strength I' situated at the origin. The velocity potential
for this case is

R? r
b =UycosO(r+—|)——0 (3.107)
r 2

The velocity components are obtained by differentiating the velocity potential to get

R2
qr = Uso cos@(l - —) (3.108)

72
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Re =6.7 x 105

-———

180 90 0 270 180
6 (deg)

Figure 3.14 Theoretical pressure distribution (solid curve) around a cylinder compared with experi-
mental data at Reynolds number of 6.7 x 103 (chain curve) from Ref. 1.6.
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Figure 3.15 Streamlines for the flow around a cylinder with circulation I".

which is the same as for the cylinder without the circulation, and

_ R? r
go = —Ussinf|{ 1+ — ) — >— (3.109)
r 2nr
This potential still describes the flow around a cylinder since at » = R the radial velocity
component becomes zero. The stagnation points can be obtained by finding the tangential
velocity component at r = R,

r

and by solving for gy = 0,

r

sinfy = ——
47w RU

(3.111)
These stagnation points (located at an angular position 6;) are shown by the two dots in
Fig. 3.15 and lie on the cylinder as long as I' < 47 RU .

The lift and drag will be found by using Bernoulli’s equation, but because of the fore and
aft symmetry, no drag is expected from this calculation. For the lift, the tangential velocity
component is substituted into the Bernoulli equation and

2
L / —(p — pso)R dB sin 6
0

2 2 2
U r
—f Pl _ Plou sind+——) |sinoRd6
A 2 2 27R

U F 2
_° = / sin20df = pUyT (3.112)
0

This very important result states that the force in this two-dimensional flow is directly
proportional to the circulation and acts normal to the free stream. A generalization of this
result was discovered independently by the German mathematician M. W. Kutta in 1902
and by the Russian physicist N. E. Joukowski in 1906. They observed that the lift per unit
span on a lifting airfoil or cylinder is proportional to the circulation. Consequently the
Kutta—Joukowski theorem (which will be derived in Chapter 6) states:

The resultant aerodynamic force in an incompressible, inviscid, irrotational flow in an
unbounded fluid is of magnitude p QI per unit width and acts in a direction normal to the
free stream. (Note that the speed of the free stream is taken to be O since in the general
case the stream may not be parallel to the x axis.)
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Figure 3.16 Notation used for the vector Kutta—Joukowski theorem.

Using vector notation, this can be expressed as
F=pQy,xT (3.113)

where F is the aerodynamic force per unit width and acts in the direction determined by
the vector product, as shown schematically in Fig. 3.16. Note that positive I" is defined
according to the right-hand rule.

3.12 Superposition of a Three-Dimensional Doublet and Free Stream:
Flow around a Sphere

The method of the previous section can be extended to study the case of the three-
dimensional flow over a sphere. The velocity potential is obtained by the superposition of
the free stream potential of Eq. (3.51) with a doublet pointing in the negative x direction
(Eq. (3.34)). The combined velocity potential is

0
® = Upr cosf 4+ 1= (3.114)
4 r2
The velocity field of this potential can be obtained by differentiating Eq. (3.114):
09 u
= = (U — 2 0 3.115
1 ar < 27Tr3> €08 ( )
10® M .
=-—=—|U 0 3.116
= 0 ( ot 4nr3> o ( )
__ L e 0 (3.117)
Qo = rsinf dp ’

At the sphere surface, where r = R, the zero normal flow boundary condition is enforced
(gr = 0), so that

4 = (%—#) cosf =0 (3.118)

This conditionismetatf = /2, 37 /2 and, in general, when the quantity in the parentheses
is zero. This second condition is used to determine the doublet strength

4= U2 R (3.119)
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whichmeansthatg, = 0atr = R, which is the radius of the sphere. Substituting the strength
1 into the equations for the potential and the velocity components results in the flowfield
around a sphere with a radius R:

R3
O =U, cos@(r + ﬁ) (3.120)
R3
qr = Usx cos0(1 - —3> (3.121)
r
R3

To obtain the pressure distribution over the sphere, the velocity components at r = R
are found:

3
qr =0, gy = _EUOO sin 6 (3.123)

The stagnation points occur at 6 = 0 and 6 = 7, and the maximum velocity occurs at
0 = /2 or O = 37 /2. The value of the maximum velocity is (3/2)Us, which is smaller
than in the two-dimensional case.

The pressure distribution is obtained now with Bernoulli’s equation

1, 9 .,
D — Poo=-pU|1——5sin"0 (3.124)
2 4
and the pressure coefficient is
- 9
=L Lo (1 Zsine (3.125)
(1/2)pUZ, 4

It can be easily observed that at the stagnation points # = 0 and = (where ¢ = 0), C,, = 1.
Also, the maximum velocity occurs at the top and bottom of the sphere (6 = /2, 37/2)
and the pressure coefficient there is —5/4.

Because of symmetry, lift and drag will be zero, as in the case of the flow over the cylinder.
However, the lift on a hemisphere is not zero (even without introducing circulation); this
case is of particular interest in the field of road vehicle aerodynamics. The flow past a sphere
can be interpreted to also represent the flow past a hemisphere on the ground since the x
axis is a streamline and can be replaced by a solid surface.

The lift force acting on the hemisphere’s upper surface is

L= [~ puysing singds (3.126)
and the surface element dS on the sphere is
dS = (Rsin6 dy)(R dO)

Substituting dS and the pressure from Eq. (3.124), we obtain the lift of the hemisphere:
b/ T 1 9
L:—/ / —pUgo(l—Zsin29>stinZGSin(pd9dgo
0
2 [ 92 2 in2
=—zpUg I—Zsm 0 )2R"sin” 6 do
0

T 277 11
=—pRWU2 = - ) = —7pR*U? 3.127
P (z 32 ) 30 7P Peo (3-127)
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The lift and drag coefficients due to the upper surface are then

= . -5 3.128

LT U/2)pUL /)R~ 8 (3.128)
D

cr= (1/2)pUL(n/2)R? 0 (3.129)

For the complete configuration the forces due to the pressure distribution on the flat, lower
surface of the hemisphere must be included, too, in this calculation.

3.13 Some Remarks about the Flow over the Cylinder and the Sphere

The examples of the flow over a cylinder and a sphere clearly demonstrate the
principle of superposition as a tool for deriving particular solutions to Laplace’s equation.
From the physical point of view, these results fall in a range where potential flow based
calculations are inaccurate owing to flow separation. The pressure distribution around the
cylinder, as obtained from Eq. (3.104), is shown in Fig. 3.14 along with some typical
experimental results. Clearly, at the frontal stagnation point (6 = ) the results of Eq. (3.104)
are close to the experimental data, whereas at the back the difference is large. This is a result
of the streamlines not following the surface curvature and separating from the cylinder’s
surface as shown in Fig. 3.13; this is called flow separation.

The theoretical pressure distribution (Eq. (3.125)) for the sphere, along with the results
for the cylinder, are shown in Fig. 3.17. Note that for the three-dimensional case the suction
pressures are much smaller (relieving effect). Experimental data for the sphere show that
the flow separates too but that the low pressure in the rear section is smaller. Consequently,
the actual drag coefficient of a sphere is less than that of an equivalent cylinder, as shown
in Fig. 3.18 (for Re > 2,000). These drag data are a result of the skin friction and flow
separation pattern, which is strongly affected by the Reynolds number. Clearly, for the
laminar flows (Re < 2,000) the drag is large owing to larger flow separation behind the
body; both this separation region and resulting drag are reduced as the turbulent flow

Circular cylinder
-3.01
2.0
c L
P 0k
0 / \
1.0
90 -90
I Y N I | I I N I

80 60 40 20 0 -20 -40-60 -80
6 (deg)

Figure 3.17 Pressure distribution over the surface of a cylinder and a sphere.
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Figure 3.18 Typical experimental results for the drag coefficient for cylinders and spheres as a
function of Reynolds number (from Ref. 1.6). Reproduced with permission of McGraw-Hill, Inc.

momentum transfer increases (Re > 10°, see Schlichting,!® p. 17). Note that the inviscid
flow results do not account for flow separation and viscous friction near the body’s surface
and therefore the drag coefficient for both cylinder and sphere is zero. This fact disturbed the
French mathematician d’ Alembert, in the middle of the seventeenth century, who arrived at
this conclusion that the drag of a closed body in two-dimensional, inviscid, incompressible
flow is zero (even though he realized that experiments result in a finite drag). Ever since
those early days of fluid dynamics this problem has been known as the d’Alembert s paradox.

3.14 Surface Distribution of the Basic Solutions

The results of Sections 3.2 and 3.3 indicate that a solution to the flow over
arbitrary bodies can be obtained by distributing elementary singularity solutions over
the modeled surfaces. Prior to applying this method to practical problems, the nature
of each of the elementary solutions needs to be investigated. For simplicity, the two-
dimensional point elements will be distributed continuously along the x axis in the region
X1 — X;.

a. Source Distribution

Consider the source distribution of strength per length o (x) along the x axis as
shown in Fig. 3.19. The influence of this distribution at a point P(x, z) is an integral of the
influences of all the point elements:

®(x,z) = % /-xz o(x0)In/(x — x9)* + 22 dxy (3.130)

X1

1 X2 —
u(x, z) = —f o () —— 204y, (3.131)
2 J,, (x — x0)* + 22

e
w(r, 9 = o / o (x0)——

—————dx 3.132
X1 ('x _'xo)z +Z2 0 ( )
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Figure 3.19 Source distribution along the x axis. [Note that % = % (x,04).]

To investigate the properties of such a distribution for future modeling purposes, the type
of discontinuity across the surface needs to be examined. Since each source emits fluid in all
directions, intuitively we can see that the resulting velocity direction will point away from
the surface, as shown in Fig. 3.19. From the figure it is clear that there is a discontinuity in
the w component at z = 0. Note that as z — 0 the integrand in Eq. (3.132) is zero except
when x¢ = x. Therefore, the value of the integral depends only on the contribution from
this point. Consequently, o (xo) can be moved out of the integral and replaced by o (x).
This suggests that the limits of integration do not affect the value of the integral and for
convenience can be replaced by +oco. Also, from the z dependence of the integrand in
Eq. (3.132), the velocity component when approaching z = 0 from above the x axis, w™,
is in the opposite direction to w ™, which is the component when approaching the axis from
below. For the velocity component w*, Eq. (3.132) becomes

o(x) [* z

,0+H) = 1i d 3.133
w(x, 04) Jm = TEEAELL ( )

To evaluate this integral it is convenient to introduce a new integration variable A:

XX
Z
d
dn = X
Z

and the integration limits for z — 0+ become +00. The transformed integral becomes

.oo(x) [ di
,04)= lim ——=
o(x) _
= tan™"' A%
2@ T_(_E zﬂ (3.134)
2 | 2 2 2 ’
Therefore w(x, 0£) become
9o
w(x, 0+) = B—(x, 0+) = i? (3.135)
Z

This element will be suitable to model flows that are symmetrical with respect to the x axis,
and the total jump in the velocity component normal to the surface of the distribution is

wt —w™ =o(x) (3.136)
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Figure 3.20 Doublet distribution along the x axis.

The u component is continuous across the x axis, and its evaluation needs additional con-
siderations (e.g., as in Chapter 5).

b. Doublet Distribution

In a similar manner the influence of a two-dimensional doublet distribution, point-
ing in the z direction [ = (0, )], at a point P(x, z) is an integral of the influences of the
point elements between x; — x; (Fig. 3.20):

1 [* z

d>(x, Z) = E '/Xl M(Xo)m d.X() (3137)
1= (x — x0)z

u(x, z) = P /)q M(xo)m dxo (3.138)
—1 X2 _ 2 _ 2

w(x, 7) = E/ M(xo)% dxo (3.139)

Note that the velocity potential in Eq. (3.137) is identical in form to the w component of
the source (Eq. (3.132)). Approaching the surface, at z = 04, this element creates a jump
in the velocity potential. This analogy yields

P(x,0+) = :F@ (3.140)
This leads to a discontinuous tangential velocity component given by
0P 1d
u(x, 04) = 22 (x, 0y = TLIHW) (3.141)
ax 2 dx

Since the doublet distribution begins at x; (e.g., u(x < x;) = 0), the circulation I"(x) around
a path surrounding the segment x; — x is
X X1

I'x)= / u(xg, 04+)dxy + / u(xp, 0—)dxg = —pu(x) (3.142)

X1 X

which is equivalent to the jump in the potential

I(x) = ®(x, 04+) — ®(x, 0—) = —u(x) = Ad(x) (3.143)
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Figure 3.21 Vortex distribution along the x axis.

¢. Vortex Distribution
In a similar manner the influence of a vortex distribution at a point P(x, z) is an
integral of the influences of the point elements between x; — x, (Fig. 3.21):

e
d(x,z) = —2—/ y(xo)tan~! dxg (3.144)
T Jx X — X0
u(x, z) = i/xz (x0)————_qx (3.145)
’ B 2w X o ()C —X())2 +Zz 0 .
1 2 X — Xg
,) = —— ———d 3.146
w2 = =5 [t (146

Here the u component of the velocity is similar in form to Egs. (3.132) and (3.137) and
there is a jump in this component as z = 0=%. The tangential velocity component is then

()

I
u(r, 0%) = 5—(x, 0) = (3.147)
X

The contribution of this velocity jump to the potential jump, assuming that & = 0 ahead
of the vortex distribution, is

Ad(x) = P(x,04) — O(x,0—) = / dxg

x|

" y(xo) d /X —y (x0)
X0 —
2 Y 2
The circulation I is the closed integral of u(x, 0)dx, which is equivalent to that of Eq. (3.142).
Therefore,

['(x) = @(x, 0+) — D(x, 0—) = AD(x) (3.148)

Note that similar flow conditions can be modeled by either a vortex or a doublet distri-
bution and the relation between these two distributions is

F=—u (3.149)

A comparison of Eq. (3.141) with Eq. (3.147) indicates that a vortex distribution can be
replaced by an equivalent doublet distribution such that
_dp(x)

y)=——7 (3.150)
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3.1.

3.2

3.3.

34.

3.5.

Problems

Consider a distribution of two-dimensional sources around a circle of radius R.
The source strength is f(6) per unit arc length. Find an analytic expression for the
velocity potential of this source ring.

Consider the two-dimensional flow of a uniform stream of speed U, past a source
of strength Q. Find the stagnation point(s) and the equation of the stagnation
streamline. Find the width of the generated semi-infinite body far downstream.

Consider the two-dimensional flow due to a uniform stream of speed Uy, in the
x direction, a clockwise vortex of circulation I" at (0, b), and an equal strength
counterclockwise vortex at (0, —b). Find the stream function for the limit
b — 0, I' - oo, and where 2I'b — N, a constant.

Consider the two-dimensional flow of a uniform stream of speed Uy, along a wall
with a semicircular bump of radius R. Find the lift on the bump.

Consider the two-dimensional flow of a uniform stream of speed U, past a circle
of radius R with circulation I'. Find the lift force on the circle by an application
of the integral momentum theorem for the fluid region in between the circle and a
concentric circle at a large distance away.



CHAPTER 4

Small-Disturbance Flow over
Three-Dimensional Wings:
Formulation of the Problem

One of the first important applications of potential flow theory was the study of
lifting surfaces (wings). Since the boundary conditions on a complex surface can consid-
erably complicate the attempt to solve the problem by analytical means, some simplifying
assumptions need to be introduced. In this chapter these assumptions will be applied to the
formulation of the three-dimensional thin wing problem and the scene for the singularity
solution technique will be set.

4.1 Definition of the Problem

Consider the finite wing shown in Fig. 4.1, which is moving at a constant speed
in an otherwise undisturbed fluid. A Cartesian coordinate system is attached to the wing
and the components of the free-stream velocity Q. in the x, y, z frame of reference are
U, Vo, and W, respectively. The angle of attack « is defined as the angle between the
free-stream velocity and the x axis

— o0
a = tan ==

o0
and for the sake of simplicity the side slip condition is not included at this point (V,, = 0).
If it is assumed that the fluid surrounding the wing and the wake is inviscid, incom-
pressible, and irrotational, the resulting velocity field due to the motion of the wing can be
obtained by solving the continuity equation

V2p* =0 4.1

where ®* is the velocity potential, as defined in the wing frame of reference. The boundary

conditions require that the disturbance induced by the wing will decay far from the wing:
lim VO* = Qx (4.2)
r—>0o0

which is automatically fulfilled by the singular solutions such as for the source, doublet, or

the vortex elements (derived in Chapter 3). Also, the normal component of velocity on the

solid boundaries of the wing must be zero. Thus, in a frame of reference attached to the

wing,

Vo*.n=0 (4.3)

where n is an outward normal to the surface (Fig. 4.1). So, basically, the problem reduces to
finding a singularity distribution that will satisfy Eq. (4.3). Once this distribution is found,
the velocity q at each point in the field is known and the corresponding pressure p will be
calculated from the steady-state Bernoulli equation:

p p
Pt 50 =P+ 54" (4.4)

75
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Figure 4.1 Nomenclature used for the definition of the finite wing problem.

The analytical solution of this problem, for an arbitrary wing shape, is complicated by
the difficulty of specifying the boundary condition of Eq. (4.3) on a complex shape surface
and by the shape of a wake. The need for a wake model follows immediately from the
Helmbholtz theorems (Section 2.9), which state that vorticity cannot end or start in the fluid.
Consequently, if the wing is modeled by singularity elements that will introduce vorticity
(as will be shown later in this chapter), these need to be “shed” into the flow in the form of
a wake.

To overcome the difficulty of defining the zero normal flow boundary condition on an
arbitrary wing shape some additional simplifying assumptions are made in the next section.

4.2 The Boundary Condition on the Wing

To satisfy the boundary condition of Eq. (4.3), on the wing, geometrical infor-
mation about the shape of the solid boundaries is required. Let the wing solid surface be
defined as

z=n(x,y) 4.5)

and in the case of a wing with nonzero thickness two such functions will describe the upper
(n,,) and the lower ();) surfaces (Fig. 4.2). To find the normal to the wing surface, a function
F(x, y, z) can be defined such that

F(x7y9Z)EZ_n(x7y):0 (46)
zZA
N Nu
Ne
_— — T T_ ==
\ x
n

Figure 4.2 Definitions for wing thickness and upper, lower, and mean camberlines at an arbitrary
spanwise location y.
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and the outward normal on the wing upper surface is obtained by using Eq. (2.26):

VF 1 d 0
n= = (21 9, 4.7)
|VF| IVF| ax  dy
whereas on the lower surface the outward normal is —n.

The velocity potential due to the free-stream flow can be obtained by using the solution
of Eq. (3.52):

Do = Uoox + Wioz (4.8)
and, since Eq. (4.1) is linear, its solution can be divided into two separate parts:
D* =@ + Py (4.9)

Substituting Eq. (4.7) and the derivatives of Egs. (4.8) and (4.9) into the boundary condition
(Eq. (4.3)) requiring no flow through the wing’s solid boundaries results in

VF
IVF|

B aq>+U D aq>+W 1 an anl —o
—\ox 9y’ oz *) IVFI\ ax’ ay )

(4.10)

Vo* .n=Vo*

The intermediate result of this brief investigation is that the unknown is the perturbation
potential @, which represents the velocity induced by the motion of the wing in a stationary
frame of reference. Consequently, the equation for the perturbation potential is

Vid =0 (4.11)

and the boundary conditions on the wing surface are obtained by rearranging d®/dz in
Eq. (4.10):

ad  an Uo + 9 n an (0P W @.12)
— = — — ——) - on z= .
0z ax U™ ox ady \ dy oo =0

Now, introducing the classical small-disturbance approximation will allow us to further
simplify this boundary condition. Assume

[0D/0x| [0P/dy| |0P/Iz] <1
Ox = Ox = O

Then, from the boundary condition of Eq. (4.12), the following restrictions on the geometry
will follow:

(4.13)

5 ) W,
M1, «1, and |=2|=tana~a <1 (4.14)
ox dy Une

This means that the wing must be thin compared to its chord. Also, near stagnation points
and near the leading edge (where d7/0x is not small), the small perturbation assumption is
not valid.

Accounting for the above assumptions and recalling that for small o, W, &~ QO and
Uos ~ Qoo, We can reduce the boundary condition of Eq. (4.12) to a much simpler form,

AP 3
5 (x,y,m) = Qoo<_n —a) (4.15)
Z 0x
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It is consistent with the above approximation to also transfer the boundary conditions
from the wing surface to the x—y plane. This is accomplished by a Taylor series expansion
of the dependent variable, that is,

GRS GRS G )
—y.z=n=——xy0+n-—=x 0+ 00n) (4.16)
0z 0z 0z

Along with the above small-disturbance approximation, only the first term from the expan-
sion of Eq. (4.16) is used. Then the first-order approximation of the boundary condition,
Eq. (4.12) (neglecting products of small quantities), becomes

oo an

—(xvyvo):Qoo P (417)

0z ox

A more precise treatment of the boundary conditions (for the two-dimensional air-
foil problem) including proceeding to a higher order approximation will be considered in
Chapter 7.

4.3 Separation of the Thickness and the Lifting Problems

At this point of the discussion, the boundary condition (Eq. (4.17)) is defined for
a thin wing and is linear. The shape of the wing is then defined by the contours of the upper
n, and lower n; surfaces as shown in Fig. 4.2,

z=n,(x,y) (4.18a)
z=n(x,y) (4.18b)

This wing shape can also be expressed by using a thickness function 1, and a camber
function 7., such that

1

Ne = E(nu +m) (4.19a)
1

n = 5(’7” —m) (4.19b)

Therefore, the upper and the lower surfaces of the wing can be specified alternatively by
using the local wing thickness and camberline (Fig. 4.2):

Nu = TN + N (4.200)
m="n.—1mn (4.20D)

Now, the linear boundary condition (Eq. (4.17)) should be specified for both the upper and
lower wing surfaces,

dd ., 9

ey o) = (e L) o — Oue (421a)
9z dx ox

oo an. on

—(x,y.0-) = — — )0 — Ocot (4.21b)
0z 0x 0x

The boundary condition at infinity (Eq. (4.2)), for the perturbation potential &, now becomes
lim V& =0 (4.21¢)

r—>0o0

Since the continuity equation (Eq. (4.11)) as well as the boundary conditions
(Egs. (4.21a—c)) are linear, it is possible to solve three simpler problems and superimpose
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Q.
EE—— S —

+

Q. % Dy + Dy + Py
ﬁ
Figure 4.3 Decomposition of the thick cambered wing at an angle of attack into three simpler
problems.

the three separate solutions according to Egs. (4.21a) and (4.21b), as shown schematically
in Fig. 4.3. Note that this decomposition of the solution is valid only if the small-disturbance
approximation is applied to the wake model as well. These three subproblems are:

1. Symmetric wing with nonzero thickness at zero angle of attack (effect of thickness):

Vid, =0 (4.22)

with the boundary condition:

0P 0

Sy, 0) = £ 0 (4.23)
0z ox

where + is for the upper and — is for the lower surfaces.
2. Zero-thickness, uncambered wing at angle of attack (effect of angle of attack):

Vi, =0 (4.24)
o
a—z(x, y,0%) = —Qnr (4.25)
Z
3. Zero-thickness, cambered wing at zero angle of attack (effect of camber):
Vi, =0 (4.26)
o N,
2 (x, y,04) = L (4.27)
9z ox

The complete solution for the cambered wing with nonzero thickness at an angle of
attack is then

=P+ P, + D3 (4.28)

Of course, for Eq. (4.28) to be valid all three linear boundary conditions have to be fulfilled
at the wing’s projected area on the z = 0 plane.

4.4 Symmetric Wing with Nonzero Thickness at Zero Angle of Attack

Consider a symmetric wing with a thickness distribution of 7,(x, y) at zero angle
of attack, as shown in Fig. 4.4. The equation to be solved is

V2P =0 (4.29)

Here the subscript is dropped for simplicity. The approximate boundary condition to be
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N

Qm,/—V&
Nl

Figure 4.4 Definition of wing thickness 7; at an arbitrary spanwise location y.

=Y

fulfilled at the z = 0 plane is
BRI 0
ey 0h) =+ 0, (4.30)
9z ax

The solution of this problem can be obtained by distributing basic solution elements
of Laplace’s equation. Because of the symmetry, as explained in Chapter 3, a source/sink
distribution placed at the wing section centerline, can be used to model the flow, as shown
in Fig. 4.5.

Recall that the potential due to such a point source element o (Eq. (3.19))

O — (4.31)
4mr
where r is the distance from the point singularity located at (xg, o, zo) (see Section 3.4),
that is,

r=y(—x02+ (= y0)* + (z — 20)2 (4.32)

Now if these elements are distributed over the wing’s projected area on the x—y plane
(zo = 0), the velocity potential at an arbitrary point (x, y, z) will be

.y = / g (x0. Yo) do dyo
s wing v/(x —x0)2 + (v — ¥0)? + 22

4
Note that the integration is done over the wing only (no wake). The normal velocity
component w(x, y, z) is obtained by differentiating Eq. (4.33) with respect to z:

(4.33)

wix, y.2) = ez o (x0, Yo)dxodyo
T T A Jying [ — X0 + (v — Yo + 2212

(4.34)

A

Source/sink distribution

Figure 4.5 Method of modeling the thickness problem by a source/sink distribution.
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with a strength o (x, y)

—% = w-Ax-Ay

| {1 Source distribution
I
I

Ax T

5= —w+Ax-Ay

|

Figure 4.6 Segment of a source distribution on the z = 0 plane.

To find w(x, y, 0), a limit process is required (see Section 3.14) and the result is

o(x,y)
2

w(x,y,0+) = E)rgli w(x,y,z)==% (4.35)
where + is on the upper and — is on the lower surface of the wing, respectively.

This result can be obtained by observing the volume flow rate due to a Ax long and Ay
wide source element with a strength o (x, y). A two-dimensional section view is shown in
Fig. 4.6. Following the definition of a source element (Section 3.4) the volumetric flow X
produced by this element is then

Y =o(x,y)AxAy

But as dz — 0 the flux from the sides becomes negligible (at z = 0+) and only the
normal velocity component w(x, y, 04) contributes to the source flux. The above vol-
ume flow feeds the two sides (upper and lower) of the surface element and, therefore,
¥ =2w(x, y, 0+)AxAy. So by equating this flow rate with that produced by the source
distribution

Y =2w(x,y, 0+)AxAy = o(x, y)AxAy

we obtain again

w(x,y,0+) = i@ (4.35)
Substitution of Eq. (4.35) into the boundary condition results in

P an, o(x,y)

—(x,y,0+) =+— =4

3z (x,y,0%) oy 2o >
or

an;
0(x.7) = 205 (x.) (436)

So in this case the solution for the source distribution is easily obtained after substituting
Eq. (4.36) into Eq. (4.33) for the velocity potential and differentiating to obtain the velocity
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field:
e e[ it
g Gof ek oty
A =
o= G [ oy

The pressure distribution due to this solution will be derived later, but it is easy to observe
that since the pressure field is symmetric, there is no lift produced due to thickness.

4.5 Zero-Thickness Cambered Wing at Angle of Attack—Lifting Surfaces

Here we shall solve the two linear problems of angle of attack and camber together
(Fig. 4.7). The problem to be solved is

V2o =0 (4.29)
with the boundary condition requiring no flow across the surface (evaluated at z = 0) as

0P d

3, 00) = 0o [ 2L — (4.41)

9z ax

This problem is antisymmetric with respect to the z direction and can be solved by a
doublet distribution or by a vortex distribution. These basic singularity elements are solu-
tions to Eq. (4.29) and fulfill the boundary condition (Eq. (4.2)) at infinity. As mentioned in
Section 2.9, vortex lines cannot begin and terminate in the fluid. This means that if the lifting
problem is to be modeled with vortex elements they cannot be terminated at the wing and
must be shed into the flow. So as not to generate force in the fluid, these free vortex elements
must be parallel to the local flow direction, at any point on the wake. (This observation is
based on the vector product Q x I' in Eq. (3.113).)

In the following section two methods of representing lifting problems by a doublet or
vortex distribution are presented. Also, as a consequence of the small-disturbance approx-
imation, the wake is taken to be planar and placed on the z = 0 plane.

n.(x, y)

o

L.E. TE.  x
Q. i TW (Leading edge) (Trailing edge)

Us

Figure 4.7 Nomenclature used for the definition of the thin, lifting-wing problem.
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A

Figure 4.8 Lifting-surface model of a three-dimensional wing.

a. Doublet Distribution

To establish the lifting surface equation in terms of doublets the various direc-
tional derivatives of the term 1/r in the basic doublet solution have to be examined (see
Section 3.5). The most suitable differentiation is with respect to z, which results in doublets
pointing in the z direction that create a pressure jump in this direction. Consequently, this
antisymmetric point element (Eq. (3.39)) placed at (x¢, yo, zo) Will be used:

— (X, Yo)(z — 20)
4r[(x — x0)* + (y — yo)* + (z — 20?12

O(x,y,2)= (4.42)

The potential at an arbitrary point (x, y, z) due to these elements distributed over the wing
and its wake, as shown in Fig. 4.8 (zo = 0), is

br. y.2) = i/ — (X0, Y0)z dxo dyo
e wing+wake [(x - xO)Z + (y - yO)2 + Z2]3/2

i (4.43)

The velocity is obtained by differentiating Eq. (4.43) and letting z — 0 on the wing. The
limit for the tangential velocity components was derived in Section 3.14, whereas the limit
process for the normal velocity component is more elaborate (see Ashley and Landahl,*!
p. 149). We obtain

0d  Flou

) 70:t = N = A~ i
ule. y ) ox 2 dx
o 10
v(x,y,O:t):—::F——M
ay 2 dy

0P
w(x,y,0+)= s
1 s -
_ _/ pxo )’og |:1 n (x —Xo) :|de dyo
4z wing-+wake (y = yo) \/(x - xO)z + - y0)2

(4.44)
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To construct the integral equation for the unknown w(x, y), substitute Eq. (4.44) into the
left-hand side of Eq. (4.41) to get

1 m(xo, ¥o) [ (x — x0) ]
_ 1 dxod
4r fwing+wake (y - y0)2 " \/()C - )C())2 +O - y0)2 e
- Qoo<8”c - a> (4.45)
0x

The strong singularity at y = y, in the integrals in Egs. (4.44) and (4.45) is discussed in
Appendix C.

b. Vortex Distribution

According to this model, vortex line distributions will be used over the wing and
the wake, as in the case of the doublet distribution. This model is physically very easy to
construct and the velocity Aq due a vortex line element d1 with a strength of AT" will be
computed by the Biot—Savart law (r is defined by Eq. (4.32)):

—1 AT'r x dl

= — 2.68b
47 r3 ( )

Aq

Now if vortices are distributed over the wing and wake (Fig. 4.9), and if those elements

that point in the y direction are denoted as y,, and in the x direction as y;, then the component
of velocity normal to the wing (downwash), induced by these elements, is

-1 (x — x0) — vy —
wix, y,2) = — / n =) ==y (4.46)
4z wing+wake r

It appears that in this formulation there are two unknown quantities per point (yx, yy)
compared to one (u) in the case of the doublet distribution. However, according to the
Helmholtz vortex theorems (Section 2.9) vortex strength is constant along a vortex line,
and if we consider the vortex distribution on the wing to consist of a large number of
infinitesimal vortex lines then at any point on the wing |0y, /0x| =9y, /dy| and the final
number of unknowns at a point is reduced to one.

Bound vortices

zA

v, Elements
r= Yx .Ay

Free wake
model

Figure 4.9 Possible vortex representation for the lifting-surface model.



4.6 The Aerodynamic Loads 85

As was shown earlier (in Section 3.14) for a vortex distribution,

0P _ Ey,(x,y)

u(x,y,0%) = x (4.47)

2
I ,
v(x, y, 0£) = —— = Fralx, 7) (4.47a)
y 2

The velocity potential on the wing at any point x (y = yy = const.) can be obtained by
integrating the x component of the velocity along an x-wise line beginning at the leading
edge (L.E.):

X
O(x, 9, 01) = / u(xy, yo, 0£)dx; (4.48)
L.E.
and
AD(x, yo) = / yy(x1, yo) dxy (4.49)
L.E.

To construct the lifting surface equation for the unknown y, the wing-induced downwash
of Eq. (4.46) must be equal and opposite in sign to the normal component of the free-stream
velocity:

-1 / Yy(x = x0) = ¥(y — yo)
4 wing+wake [(X - XO)2 + (y - y0)2]3/2

Here again it is assumed that the boundary conditions and the vortices are placed on the
z = O plane.

Solution for the unknown doublet or vortex strength in Eq. (4.45) or in Eq. (4.50) allows
for the evaluation of the velocity distribution. The method of obtaining the corresponding
pressure distribution is described in the next section.

ane
dxody, = Qoo< e _ a) (4.50)
0x

4.6 The Aerodynamic Loads

Solution of the aforementioned problems (e.g., the thickness or lifting problems)
results in the velocity field. To obtain the aecrodynamic loads the pressures need to be re-
solved by using the Bernoulli equation (Eq. (4.4)). Also, the acrodynamic coefficients can be
derived either in the wing or in the flow coordinate system. In this case of small-disturbance
flow over wings, traditionally, the wing coordinates are selected as shown in Fig. 4.10.

A

T

Figure 4.10 Wing-attached coordinate system.
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The velocity at any point in the field is then a combination of the free-stream velocity and
the perturbation velocity:

od 9P 9P .
q=|0xcosa+ —, —, — + O sine (4.51)
ox dy 0z

Substituting q into the Bernoulli equation (Eq. (4.4)) and taking into account the small-
disturbance assumptions (Egs. (4.13) and (4.14) and o < 1) we obtain

ad  [9d\: [0d\?
poo—p=§(q2—Qio)=§|:QioCOSZOl+2Qoocosaa+<§) +<5>

_ ad\* I
+ (Qoo sino + —) — Qoo] = 0000 — (4.52)
0z ox

The pressure coefficient C,, can be defined as
J:ﬁizl_ﬂifz_ﬁwm
(1/2)p 0%, O O

Note that at a stagnation point ¢ = 0 and C,, = 1. In the undisturbed flow ¢ = Q, and
C, = 0. The aerodynamic loads, then, can be calculated by integrating the pressures over
the wing surface:

C,=

(4.53)

F=— / pnds (4.54)
wing

When the surface shape is given as in Eq. (4.6) then the normal to the surface is given by
Eq. (4.7), which with the small-disturbance approximation becomes

n— 1 an Bnl N on 87]1
TVFI\ ax’ ay’ ax’  dy’

Consequently, the components of the force F can be defined as axial, side, and normal force,

0N, an
a=/ @”)—mgﬂw@ (4.55)
wing X X
o, 0
Fy = / (p”ai _ p,ﬂ> dx dy (4.56)
wing y ay
F.= [ (p—podxdy (4.57)
wing

Here the subscripts u# and [ represent the upper and lower wing surfaces, respectively.
Aerodynamicists frequently refer to the forces in the free-stream coordinates (Fig. 4.10),
and therefore these forces must be transformed accordingly. For the small-disturbance case
the angle of attack is small and therefore the lift and drag forces are

D = F,cosa + F,sina

L =—F,sina+ F,cosa = F,

Note that the evaluation of drag by integrating the pressure distribution is considered to be
less accurate than the above formulation for the lift.
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In the case when the wing is assumed to be thin, the pressure difference across the wing
Ap is evaluated (positive Ap is in the +z direction) as

0P L)
Ap = pi — pu = Poo — :Oroa(xa ¥, 0=) — | poo _onoa(x, v, 0+)

0P 0P
:pQOO|:a (X,y,0+)— (-xsyfo_)i| (458)
X dx

If the singularity distribution is assumed to be placed on the x—y plane then the pressure
differences become as follows:

1. Source distribution: Because of symmetry, (d®/dx)(x,y,0+)= (0P/dx)
(x,y,0—)and

0P od
Ap = )OQ00|:_(X, v, 04+) — —(x,y, 0+)i| =0 (4.59a)
0x 0x

2. Doublet distribution: In this case (3®/dx)(x, y, 0£) = (F1/2)ou(x, y)/dx and
the pressure difference becomes

du(x,y)

4.59b
°x (4.590)

9
Ap = onoaM)(x, ¥)=—p0o

where A® = &, — 9.

3. Vortex distribution: For the vortex distribution on the x—y plane the pressure jump
can be modeled with a vortex distribution y,(x, y) that points in the y direction,
suchthat (0®/0x)(x, y, 0£) = (£1/2)y,(x, y). Therefore, the pressure difference
becomes

9
Ap = onoaACD(x, ¥) = pQu¥y(x,y) (4.59¢)

The aerodynamic moment can be derived in a similar manner and as an example the
pitching moment about the y axis for a wing placed at the z = 0 surface is

M,—y = —/ Apx dxdy (4.60)
wing

Usually, the aerodynamic loads are presented in a nondimensional form. In the case of the
force coefficients where F is lift, drag, or side force the corresponding coefficients will
have the form

_ F

(1/2)p Q3.8
where S is a reference area (wing planform area for wings). Similarly the nondimensional
moment coefficient becomes
_ M

(1/2)p Q% Sb
Here, again, M can be a moment about any arbitrary axis and b is a reference moment arm
(e.g., wing span).

Cr 4.61)

Cu (4.62)
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Figure 4.11 Possible solutions for the flow over an airfoil: (a) flow with zero circulation, (b) flow
with circulation that will result in a smooth flow near the trailing edge, (c) flow with circulation larger
than in case (b).

4.7 The Vortex Wake

The analysis followed up to this point suggests that by using distributions of the
elementary solutions of Laplace’s equation, the problem is reduced to finding a combina-
tion of these elements that will satisfy the zero normal flow boundary condition on solid
surfaces. However, as in the case of the flow over a cylinder (Section 3.11), the solution
is not unique and an arbitrary value can be selected for the circulation I'. This problem is
illustrated for the airfoil in Fig. 4.11, where in case (a) the circulation is zero. In case (b)
the circulation is such that the flow at the trailing edge (T.E.) seems to be parallel at the
edge. In case (¢) the circulation is even larger and the flow turns downward near the trailing
edge (this can be achieved, for example, by blowing). W. M. Kutta (the German mathe-
matician who was the first to use this trailing-edge condition in a theoretical paper in 1902)
suggested that from the physical point of view, case (b) seems to result in the right amount
of circulation. The Kutta condition thus states that: The flow leaves the sharp trailing edge
of an airfoil smoothly and the velocity there is finite. For the current modeling purposes
this can be interpreted that the flow leaves the T.E. along the bisector line there. Also, since
the trailing-edge angle is finite the normal component of the velocity, from both sides of
the airfoil, must vanish. For a continuous velocity, this is possible only if this is a stagnation
point. Therefore, it is useful to assume that the pressure difference there is also zero,

Additionally if the circulation is modeled by a vortex distribution, then this can be expressed
as

yre. =0 (4.63a)
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L.E. TE. Streamlines
5 /

Figure 4.12 Flow near cusped trailing edge.

For a cusped trailing edge (where the angle is zero, as in Fig. 4.12), Eq. (4.63) must hold
even though the trailing edge need not be a stagnation point.

Next, consider the lifting wing of Fig. 4.9. As was shown in the case of the cylinder,
circulation is needed to generate lift. Assume that the vortex distribution used to model
the lift is placed on the wing as the bound vortex y,(x, y), where the subscript designates
the direction of the circulation vector. But, according to Helmholtz’s theorem, a vortex line
cannot begin or end in the fluid and any change in y,(x, y) must be followed by an equal
change in y,(x, y). Consequently, the wing will be modeled by constant-strength vortex
lines, and if a change in the local strength of y,(x, y) is needed then an additional vortex
line will be added (or the vortex line is bent by £90°) such that

a X bl a y ’
vl V)| |9, y) (4.64)
ox dy
This condition can also be obtained by requiring that the flow above the wing be vorticity
free. Thus the vortex distribution induced velocity at a point slightly above (z = 0+) the
wing is

u(x,y, 04) = @ (4.65a)
v(x, y, 04) = —@ (4.65b)

For the flow resulting from this vortex distribution to be vorticity free requires that

o= (00 _duy _1/—dy(x.y)  dn(ny))
¢ 2\ax  dy 4 ax dy

which is exactly the same result of Eq. (4.64).

Physically this means that any change in vorticity in one direction must be followed by
a change in a normal direction (as shown in Fig. 4.13, where the wing and the vortex lines
are in the x—y plane). Consequently, all vortex lines must be either infinitely long lines
or closed vortex rings. In the case of the wing this means that the lifting vortices (bound
vortices) cannot end at the wing (e.g., at the tip) and must be extended behind the wing into
a wake. Furthermore, a lifting wing creates a starting vortex and this vortex may be located
far downstream (see Fig. 2.5).

Next, the wake shape must be considered. If the wake is to be modeled by a vortex sheet
(free vortex sheet) then from physical considerations it must be different from the bound
circulation by not creating loads. The pressure difference across the sheet is obtained by a
generalization (with vector notation) of Eq. (4.59¢), and if there is no pressure difference
across the vortex sheet then

Ap=pqxy=0
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X

Figure 4.13 Since vortex lines cannot end in a fluid, the bound vortices are turned backward, parallel
to the free stream.

or
qxv=0 (4.66)

where v = (yx, ¥y, ¥z)- This means that the velocity on the wake must be parallel to the
wake vortices.

This consideration will be very helpful when proposing some simple models for the
lifting wing problem in the following chapters.

A small-disturbance approximation applied to the wake model results in

Qoo X7v,=0 (4.66a)
implying that vortex lines in the wake are parallel to the free-stream, that is,

Qoo I Y (4.66b)
4.8 Linearized Theory of Small-Disturbance Compressible Flow

The potential flow model was based so far on the assumption of an incompressible
fluid. In the case when the disturbance to the flow is small, it is possible to extend the
methods of incompressible potential flow to cover cases with small effects of compressibil-
ity (e.g., low-speed subsonic flows). To investigate this possibility, the continuity equation
(Eq. (1.21)) is rewritten in the form

—1/0dp ap ap ap ou dv Jdw

— (- tu—tv—tw— )= —+ —+ — 4.67

0 (8t u&x vay waz dx dy 0z (467)
and the inviscid momentum equations (Egs. (1.31)) are

ou n au n au n du —10dp (4.68a)

- u— v— w— = — — .06a

ot ox ay 9z 0 0x

d a d d —10

AR T L I (4.68b)

ot ox ay 9z p dy

a il d d —10

AR Y e TP (4.68¢)

at ox ay 0z p 0z
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For an isentropic fluid the propagation speed of the disturbance a (speed of sound) can be
defined as
2_9p

dp
and consequently the pressure terms in the momentum equation can be replaced (e.g.,
dp/dx = a*dp/dx, in the x direction). Multiplying the momentum equations by u, v, and
w, respectively, and adding them together leads to

a (4.69)

8u+ 8v+ 8w+ 28u+28v+ 2w+ u+ 8v+ du
U— +v—+w— V' — — +uv— +uv— +uw—
ot ot ot a ay 9z ] ax 0z
a ad —a’( 9 a a
+uw—+vw—v+vw—w . u—p—l—v—p w—p
X 9z ay 0 ox ay 0z

Replacing the right-hand side with the continuity equation and recalling the irrotationality
condition (Eq. (2.12), V x q = 0) we obtain

u?\ du v2\ dv w?\ dw uv du vw v uw 0w
l-)]—+({l-)]—+|1--)]—-2-—-2———-2——
a? ) ox a? ) dy a? ) oz a? dy a? 9z a? ox
10 0 0 d
Lo wow viv wiw 4.70)

Using the velocity potential ® as defined in Eq. (2.19), and assuming that the free-stream
velocity Q. is parallel to the x axis (thus Q. becomes Uy i), and that the velocity pertur-
bations caused by the motion of the body in the fluid are small, we get

od| |00
a ay

od
, ’— K Us 4.71)
0z

Based on these assumptions, the velocity components, in term of the perturbation velocity
potential, are

Us + i
U=Ux~+ —
0x
od
V= — (4.72)
dy
oD
w=—
0z

Assuming steady-state flow (/0 = 0), and neglecting the smaller terms in Eq. (4.70),
based on Eq. (4.71), we obtain

| u? 8u+8v+8w_0
a®)ox  dy 9z

Using the energy equation for an adiabatic flow, we can show that the local speed of sound
can be replaced by its free-stream value and the small-disturbance equation becomes
3’ P I’
M2 — 4+ —— 4+ — =90 4.73
( ~) 9x2 + dy? + 972 (4.73)
For time-dependent flows the dp/d¢ term in Eq. (4.70) needs to be evaluated by using the
Bernoulli equation (Eq. (2.32)), but the result will introduce additional time-dependent
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terms. However, in the case of steady-state flows, the effect of compressibility is easily
evaluated.

Using a simple coordinate transformation , called the Prandtl-Glauert rule (named after
the German and British scientists, Ludwig Prandtl and Herman Glauert, circa 1922-27),
we obtain for subsonic flow

X

Xy = —F/———
M- M
Y=y (4.74)
iM =2z
Equation (4.73) can be reduced to Laplace’s equation, and the results of incompressible
flow can be applied (by using 9/dxy = (1 — M2,)~1/29/3x). The subscript ( )5, represents

here the flow for M > 0.
For example, the pressure coefficient of Eq. (4.53) becomes

L /dxy _3%/ox |

C,=-2———"" = 4.75
! Qo O J/1— M2 73
Similarly the lift and moment coefficients become
C.(M =0
com =0y = LM =0 (4.76)
V1= M2
Cy(M =0
Cu(M > 0) = CuM =0) 4.77)

V1—M2
which indicates that at higher speeds the lift slope is increasing as shown by Fig. 4.14. Also,
note that according to Eq. (4.74) the x coordinate is being stretched as the Mach number

increases and therefore the results for M = 0 and M > 0 are for wings of different aspect
ratio.

J1- M2 |

0 | 1 L 1 L | ) 1 !
0.0 0.2 0.4 0.6 0.8 1.0

M (Mach number)

Figure 4.14 Variation of two-dimensional lift-curve slope with Mach number using Prandtl-Glauert
formula.
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Based on the results of Fig. 4.14 (for a two-dimensional airfoil), for small-disturbance
flows the potential flow based models of this chapter are applicable at least up to M, = 0.5.

Reference

[4.1] Ashley, H., and Landahl, M., Aerodynamics of Wings and Bodies, Addison-Wesley, 1965.

4.1.

4.2.

4.3.

Problems

Consider a two-dimensional parabolic camberline with € being its maximum
height. The equation of the camberline is then

w0 =4t f1]

and the free-stream components in the airfoil frame of reference are (Us,, Woo).
Derive the formula for the chordwise normal vector n and the exact boundary
conditions on the camberline (by using Eq. (4.10)).

A two-dimensional distribution of doublets oriented in the vertical direction, with
constant strength p = (0, w), is placed along the x axis (0 < x < x;). Show that
this doublet distribution is identical to a point vortex at the origin and at x = x.
What is the strength of the point vortices?

Show that a vortex distribution of strength 1 (x) along the x axis (x; < x < x;) is
equivalent to a distribution of doublets oriented in the vertical direction (plus two
vortices at x = x| and at x = x;) and that the strength of this doublet distribution
is
X
p(x) 2/ y(xo)dxg  x1 <x <x

X1
(Show that both singular distributions have the same velocity potential and velocity
field.)



CHAPTER 5

Small-Disturbance Flow over
Two-Dimensional Airfoils

The strategy presented in Chapter 3 postulates that a solution to the potential flow
problem can be obtained by superimposing elementary solutions of Laplace’s equation.
Thus, the solution consists of finding the “right” combination of these elementary solu-
tions that will fulfill the zero normal flow boundary condition. Using this approach, in the
previous chapter the small-disturbance problem for a wing moving with a steady motion
was established. This treatment allowed us to separate the problem into the solution of two
linear subproblems, namely the thickness and lifting problems. In this chapter the simpler
two-dimensional case of both the airfoil with nonzero thickness at zero angle of attack
and the lifting zero-thickness airfoil will be solved, by using analytical techniques. These
solutions can then be added to yield the complete small-disturbance solution for the flow
past a thin airfoil.

5.1 Symmetric Airfoil with Nonzero Thickness at Zero Angle of Attack

Consider the two-dimensional symmetric airfoil, with a thickness distribution of
n,(x), at zero angle of attack, as shown in Fig. 5.1. The velocity field will be obtained by
solving the continuity equation

V2o =0 (5.1)

with the boundary condition requiring that the flow normal to the airfoil upper (+#,) and
lower surface (—n,) be zero:

AP d
o =+T0, (5.2)
a9z dx

This equation actually states that the sum of the free-stream and the airfoil-induced normal
velocity components is zero on the surface w(x, 0%) F (dn;/dx)Q = 0. Equation (5.2)
is the two-dimensional version of the three-dimensional boundary condition (Eq. (4.30))
and ® is the perturbation velocity potential. Recall that the boundary condition has been
transferred to the z = 0 plane. Also, the boundary condition requiring that the disturbance
due to the airfoil will decay far from it (Eq. (4.2)) is not stated because it is automatically
fulfilled by the basic source, doublet, or vortex elements.

Because of the symmetry of the problem (relative to the z = 0 plane) we use a source
distribution, which inherently has such a symmetric feature. These sources are placed on
the x axis from x = 0 to x = ¢, as shown in Fig. 5.2. The potential of a source distribution
can be obtained by observing the potential due to a single source element of strength oy,
located at (xq, 0):

0o
q>00 = E

Inr=2ny/(x —x0) + 22 = -2 In[(x — xo) + 2] (53)
27T 4

94
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A

n(x)

=N, (x)

Figure 5.1 Two-dimensional thin symmetric airfoil at zero angle of attack.

The local radial velocity component ¢, due to this element at an arbitrary point (x, z) is

O
4 = — (5.4)

- 2mr
(Note that the tangential component is zero.)
In Cartesian coordinates this can be resolved into the x and z directions as (u, w) =
qr(cos 6, sin ). The same result can be obtained by differentiating Eq. (5.3):

0P, o} X — Xg
= = — 5.5
" dx 27 (x — x0)? + z2 )
0P, 09 Z
= = — 5.6
v 9z 27 (x — x0)? + z2 (5-6)

As shown in Fig. 5.2, the airfoil thickness effect is modeled by a continuous o (x)
distribution along the x axis. The velocity potential and the resulting velocity field can
be obtained by integrating the contribution of the above point elements over the chord
(from x = 0 to x = ¢); however, now o (xg) is the source strength per unit length. We thus
have

D(x,z) = % /Oc o(x0)In/(x — x9)* + z2 dxy (5.7

zA

(0, 0)

Figure 5.2 Source distribution model for the thin symmetric airfoil.
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zZA

Figure 5.3 A Ax long segment of a source distribution along the x axis.

1 ¢ X — X

u(x,z) = E/o U(xo)m dxg (5.8)
1

U.)(.x, Z) = E / O'( )m dX() (59)

In order to substitute the velocity component w(x, 0) into the boundary condition
(Eq. (5.2)) the limit of Eq. (5.9) at z = 0 is needed. Following the results of Section 3.14,
we obtain

R
2

where + is on the upper and — is on the lower surface of the airfoil, respectively. Similarly
to the three-dimensional case, this result can be obtained by observing the volume flow rate
due to a Ax long element with a strength o (x), as shown in Fig. 5.3. As dz — 0, the flux
from the sides of the small element becomes negligible, compared to the flux due to the
w(x, 0+) component. The volumetric flow due to a Ax wide source element is o (x)Ax,
which must be equal to the flow rate fed by the two sides (upper and lower) of the surface,
2w(x, 0+)Ax. Therefore,

w(x, 0+) = ZEnilo w(x,z) = (5.10)

2w(x, 0+)Ax = o(x)Ax
and we obtain again

w@JHj:izgz (5.10)

Substitution of Eq. (5.10) into the boundary condition results in

0d d
9 o) = iﬁQm _ 4o
0z 2

and therefore

0@)—2dem (5.11)

Hence in this case the solution for the source distribution is easily obtained after substituting
Eq. (5.11) into Egs. (5.7)7(5.9):

D(x.7) = 2 = /0 d’?t(xo)l /——X0)2+Z dxo (5.12)
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O [“dn(x) x—xo

u(x,z) = — / dx G —x)P 12 dxg (5.13)
Qoo [ dni(xo) z

w(x,z) = — /0 dx G —xf T2 dxg (5.14)

It is clear from these equations that the u component of the velocity is symmetric, and the w
component is antisymmetric (with respect to the x axis). Therefore, the pressure distribution
is the same for the top and bottom surfaces and is evaluated at z = 0. The axial velocity
component at z = 0 is then

_ O [“dm(xo) 1

and the pressure is obtained by substituting this into the steady-state Bernoulli equation
(Eq. (4.52)):

od
P = Poo = =pQoo = —pQooli(x. 0) (5.16)
and in terms of the pressure coefficient we have
_ 0
C,= p poo2 :_zu(x ) (5.17)
(1/2)p Q3% Oco

Evaluating the velocity at z = 0+, as in Eq. (5.15), we get the pressure coefficient as

=2 [“dn(x) 1
C,=— —
T Jo dx (x—xp)

dxo (5.18)

Since this pressure distribution is the same for the upper and for the lower surface the
pressure difference between the upper and lower surface is zero:

Ap=pi—p.=0 (5.19)

and the aerodynamic lift is

L= / Ap dx =0 (5.20)
0

For the drag force calculation the contribution of the upper and lower surfaces needs to be

included using Eq. (4.55):
c dnt /C _dnt /C
D = w—— dx — dx =2 w—— dx 5.21
/Opdxxopzdxx P (5:21)
Substituting the pressure from Egs. (5.15) and (5.16) into Eq. (5.21) and observing that the
integral of a constant pressure p, over a closed body is zero we obtain

D=-2p /f [dn:(x0)/dx] [dn,(x)/dx]

X — X0

dn;

Xodx (5.21a)
It can be shown, using the symmetry properties of the integrand (see Moran,>! pp. 87—88),
that the drag is zero:

D=0 (5.21b)

This result can be obtained directly from the Kutta—Joukowski theorem (Section 3.11).
Thus, the symmetrical airfoil at zero angle of attack does not generate lift, drag, or pitching
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moment. Evaluation of the velocity distribution needs to be done only to add this thickness
effect to the lifting thin airfoil problem (as derived in the next section).

To obtain the velocity components from Egs. (5.13) and (5.14) for points not lying on
the strip (0 < x < ¢, z = 0), the integrals can be evaluated numerically or in closed form
for certain simple geometries. However, when the axial component of the velocity or the
pressure coefficient is to be determined on the airfoil surface using Eqgs. (5.15) and (5.18)
the integrands become infinite at x = x( and the integrals are not defined. It is noted that
if the thickness is increasing at x = x, the integrand goes to —oo as x is approached from
the left and to 400 as xg is approached from the right (e.g., in Eq. (5.15)) and the integrand
is antisymmetric in the neighborhood of x = x.

If the integral in Eq. (5.13) were evaluated at the actual airfoil surface the integrand
would not be singular. It is the transfer of the boundary condition to the chordline and
the subsequent result that the velocity components on the surface are equivalent to the
components on the chordline that has led to the appearance of the improper integral for the
surface pressure. We would expect from physical considerations that the surface pressure
should be determinable from Eq. (5.18) and aecrodynamicists generally agree that the Cauchy
principal value of the integral is the appropriate one. The Cauchy principal value of the
improper integral

/ ’ fods
where

f(xo) > o0 at xo=x and a<x<b
is defined by

b x—e b
[ reman =t [* rood [ ool

As an example, consider the following integral where the limits can be evaluated in
closed form:

¢ dxy . =€ dxg ¢ dxy
= lim -
0 X—Xo 0] Jo X—X0 x+e X0 — X

= !Er}) [— In(x — xo)lg~¢ — In(xo — x)|fc+e]

= lin(l)[—lne +Inx —In(c —x)+Ine] =1In a
€—> C —

Note that in the second integral the sign was changed to avoid obtaining the logarithm of a
negative quantity.

In practice, if the integral can be evaluated in closed form the correct Cauchy principal
value can be obtained by simply ignoring the limit process as long as the arguments of all
logarithm terms are taken as their absolute values.

A frequently used principal value integral in many small-disturbance flow applications
is the Glauert integral (see Glauert,>? pp. 92-93), which has the form

bp=——, n=0,1,2,... (5.22)

T cos nby 7 sinnf
4t :
o cosfy —cosb sinf
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fc n(x)

Q. S
~N_ y “

Figure 5.4 Thin ellipse in a uniform flow.

c

=Y

Example: Flow Past an Ellipse

To demonstrate the features of the pressure distribution obtained from this small-
disturbance solution consider an ellipse with a thickness of ¢ - ¢ at zero angle of
attack (Fig. 5.4). The equation for the surface is then

[x — (c/2)P n’
(c/2)? (tc/2)?

n = %t/x(c — x) (5.23)

The derivative of the thickness function for the upper (4) and lower (—) surfaces
is then

dn t ¢c—2x

e

dx 2 /x(c —x)
The velocity distribution on the ellipse is obtained by substituting this into Eq. (5.15)
(note that n here is £n;):

u(xo):&/fi ¢ — 2xg L
’ 7 Jo 2 rlc —m) @ —x)

This integral needs to be evaluated in terms of its principal value. To enable use
of Eq. (5.22) the following transformation is introduced:

=1

or

(5.24)

x= %(1 — cosd) (5.25)
and
dx = %sin@ 6 (5.25a)

which transforms the straight chord line into a semicircle. The leading edge of the
ellipse (x = 0) is now at & = 0 and the trailing edge (x = c) is at 8 = 7. With the
aid of this transformation d#, /dx becomes

dn, t ¢ —c(l —cosb) tcos@

dx 2 \/(c/2)(1 — cosO)[c — (c/2)(1 —cos®)] ~ Sin?

Substituting this into the u component of the velocity (Eq. (5.24)),
0 / T cos 6
w Jo cosfy—cosb

and with the aid of Glauert’s integral (Eq. (5.22)) for n = 1, we can reduce the
axial velocity component to

u(x,0) =10 (5.26)
The pressure coefficient thus becomes
C,=-2t (5.27)

u(x,0) =

Ao
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041

0.6

t=0.2

Ols ¢

Figure 5.5 Calculated chordwise pressure distribution on a thin ellipse.

which indicates that the pressure coefficient is a constant. This result is plotted in
Fig. 5.5 and compared with the exact solution obtained by complex variables (by
Van Dyke,> p. 52). The maximum of |—C,| is well predicted but the solution near
the front and rear stagnation points is incorrect. As the thickness ratio decreases
the pressure distribution becomes more flat with a smaller stagnation region and
therefore the accuracy of this solution improves.

5.2 Zero-Thickness Airfoil at Angle of Attack

It was demonstrated in Section 4.3 that the small-disturbance flow over thin airfoils
can be divided into a thickness problem and a lifting problem due to angle of attack and chord
camber. In this section the lifting problem will be addressed using the classical approach
(Glauert,>2 pp. 87-93). To illustrate the problem, consider a thin cambered airfoil, at an
angle of attack «, as shown schematically by Fig. 5.6. The flow is assumed to be inviscid,

zA n(x)

/ n(x)

QW &
I

Uw

=Y

Figure 5.6 Thin cambered airfoil at an angle of attack.
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incompressible, and irrotational and the continuity equation is
Vi =0 (5.28)

The airfoil camberline is placed close to the x axis with the leading edge at x = 0 and the
trailing edge at x = c. The camberline of the airfoil is given by a known function n. = n.(x).
The boundary condition requiring no flow across the surface, as derived in Chapter 4 for
the small-disturbance flow case, will be transferred to the z = 0 plane:

ad dn. . dn.

—(x,0+£) = 0 icosoz—smoz ~ Qoo 7 -« (5.29)

0z dx dx
This equation actually states that the sum of the free-stream and the airfoil induced normal
velocity components is zero on the surface w(x, 0+) — Qo (dn./dx — @) = 0. Also, note
that this boundary condition can be obtained by requiring that the flow stay tangent to the
camberline (see inset to Fig. 5.6). Thus, the slope of the local (total) velocity w*/u* must
be equal to the camberline slope:

w*  99*/9z  dn.

w*  9d*/dx  dx

Recalling the definition of the total potential ®* (Eq. (4.9)), and enforcing the small-
disturbance assumption (e.g., Woo & Qoot, 0P /0x K Us, and Uy, = Qo cosa & Qo)
reduces this to the same boundary condition as in Eq. (5.29). We can also use Eq. (4.10) to get

( LU +Wm>.<n—/)f>=vq,*,n:0

ax 3z Jdn./dx)* + 1

where the normal vector n can be described in terms of the camberline 7,.:
(—dnc/dx, 1)
V(dne/dx)? +1

When considering a solution, based on a singularity element distribution, the antisym-
metric nature of the problem (relative to the x axis, as in Fig. 5.6) needs to be observed. In
Section 4.5, both doublet and vortex distributions were presented to model this antisymmet-
ric lifting problem. Traditionally, however, the solution based on the vortex distribution is
used, probably because of its easy derivation and physical descriptiveness. Also, the bound-
ary condition requiring that the disturbance due to the airfoil will decay far from it (Eq. (4.2))
is not stated since it is automatically fulfilled by either the vortex or doublet elements. Con-
sequently, a model based on the continuous vortex distribution (as shown in Fig. 5.7) is
suggested for the solution of this problem. Furthermore, the vortex elements are transferred
to the z = 0 plane, following the assumptions of small-disturbance flow where 1, < c.

To demonstrate the basic features of the proposed vortex distribution, consider a point
vortex in the x—z plane, located at a point (x(, 0) with a strength of . Here yp = y(x)dx at
x = xoinFig.5.7. The velocity potential due to this element at a point (x, z) in the field is then

®, = . —ﬁ‘[an_1 (

2 2

) (5.30)

X — Xo
The velocity due to a vortex points only in the tangential direction; thus

Yo

— , =0 5.31
2mr 9 ( )

qo =
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(x, 2)

A
AL A A A A
LA SN A\t g\

(%0, 0)

VAo
<

1
(MG A

>

Figure 5.7 Vortex distribution based model for the thin lifting airfoil.

where r = [(x — x¢)* + zz]%. The minus sign in gy is a result of the angle 6 being positive
counterclockwise in Fig. 5.7. In Cartesian coordinates the components of the velocity will
be (1, w) = gy(sinH, —cosh), or by simply differentiating Eq. (5.30),

0D, Y0 Z
= = 5.32
" dx 27 (x — x0)% + 22 (320
_0%y _ ¥ x—X (5.32b)
0z 27 (x — x0)* + 22 '

Note that if the field point is placed on the x axis, then the velocity due to the above element,
normal to the x axis, is

—Y0
w = —
2w (x — x9)

(x /Ax0) (533)

As shown in Fig. 5.7, this problem is being modeled by a vortex distribution that is placed
on the x axis with the small-disturbance boundary conditions being fulfilled also on the x
axis. The velocity potential and the resulting velocity field, due to such a vortex distribution
(between the airfoil leading edge at x = 0 and its trailing edge at x = c¢) are

O(x,7) = — / y(xp) tan™" <L> dxo (5.34)
27 0 X — X0
1 ¢ z

u(x,z) = E/o V(Xo)m dxo (5.35)
-1 [¢ X — X

w(, o) = o /0 YOO x0)20+z2 dxo (5.36)

Here, y(xp) is the vortex strength per unit length at x.

Since the boundary condition will be fulfilled at z = 0, it is useful to evaluate the velocity
components there. The x component of the velocity above (4) and below (—) a vortex
distribution was derived in Section 3.14:

£y (x)
2

u(x,0+) = zE)niqou()c, z7) = (5.37)

for 0 < x < ¢, and this result is shown schematically in Fig. 5.8. The w component of the
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z A

Ap(x) = pQ.y(x)

Y (x)
u(x 0+)=%x)
e
AAAAAAAAADAAA >
EeLHECHENRECRCAHETEOCHO. 7
u(x,0-) = Yz(x)

Figure 5.8 Tangential velocity and pressure difference due to a vortex distribution.
velocity at z = 0 can be obtained directly from Eq. (5.36) and is
d.X()
— X0

—1 c
w(x, 0) = E/o ¥ (xo) (5.38)

X

The unknown vortex distribution y(x) has to satisfy the zero normal flow boundary
condition on the airfoil. Therefore, substitution of the normal velocity component from
Eq. (5.38) into the boundary condition (Eq. (5.29)) results in

IP(x,0) _ dne
T 0= Q“(dx “)

or

1 e d dn.
—f y)— = 0 ZE —a), 0<x<c (5.39)
21 Jo X — X dx

This is the integral equation for y (x). However, the solution to this equation is not unique
and an additional physical condition has to be added to obtain a unique solution. Such a
condition will require that the flow leave the trailing edge smoothly and the velocity there
be finite, that is,

Vo < oo (attrailing edges) (5.40)

This is the Kutta condition discussed in Section 4.7. It can be interpreted now as a require-
ment for the pressure difference Ap [or y(x)] to be equal to zero at the trailing edge:

y(x=¢c)=0 (541

Once the velocity field is obtained, the pressure distribution can be calculated by the
steady-state Bernoulli equation for small-disturbance flow over the airfoil (Eq. (5.16)):

14
P — Poo = —pQoot(x,0£) = Fp QOOE (5.42)

We can now calculate the pressure difference across the airfoil Ap (positive Ap is in the
+z direction), where above the airfoil (0®/dx)(x, 0+) = +y /2 and at the airfoil’s lower
surface (0®/dx)(x,0—) = —y/2:

Ap = p; — Pu = Poo — PQ00<_%> - |:poo - ono(g):| =p0y (543)
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The pressure coefficient with the small-disturbance assumption then becomes
P =P _ )4

= =F— (5.44)
g %P 02, O
and the pressure difference coefficient between the lower and upper surfaces is
AC, =21 (5.440)
Qoo

53 Classical Solution of the Lifting Problem

The solution for the velocity distribution, pressure difference, and the acrodynamic
loads on the thin, lifting airfoil requires the knowledge of the vortex distribution y (x) on the
airfoil. This can be obtained by solving the integral equation (Eq. (5.39)), which is a form of
the zero normal flow boundary condition. The classical approach (e.g., Glauert,>? p. 88) is
to approximate y (x) by a trigonometric expansion and then the problem reduces to finding
the coefficient values of this expansion. Therefore, a transformation into trigonometric
variables is needed. Such a transformation is described by Fig. 5.9 and is

x= %(1 — cosf) (5.45)
and

dx = % sinf do (5.45q)

Note that the airfoil leading edge is at x = 0 (¢ = 0), and the trailing edge isatx = ¢ (0 =
7). Substitution of Eq. (5.45) into Eq. (5.39) results in the transformed integral equation

1 sin 90 d@o |:d17((9)

o /-

_ b
— 6
v (0o) T

_— = —ual|, 0<bO<m (5.46)
2w Jo cosfy — cos b

This integration with 6 should hold for each point x (or 6) on the airfoil. The transformed
Kutta condition now has the form

y(m)=0 (5.47)

The next step is to find a vortex distribution that will satisfy these last two equations. A
trigonometric expansion of the form

A, sin(n6)

n=1

will satisfy the Kutta condition and is general enough that it can be used to represent the

o —— e ——

6
8=0 6=n
0 c/2 c o
Leading Trailing
edge edge

Figure 5.9 Plot of the transformation x = (¢/2)(1 — cos6).
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y(e)=‘j"° + m+m +ﬁ\ A~
N2

Figure 5.10 Schematic description of the first four terms in the series describing the circulation.

circulation distribution. However, experimental evidence shows a large suction peak at the
airfoil’s leading edge, which can be modeled by a function whose value is large at the leading
edge and reduces to 0 at the trailing edge. Such a trigonometric expression is the cotangent
function, which will be included, too, in the proposed vortex distribution:

% 1+ cos®
Apcot — = Ag——
2 sin &

The suggested solution for the circulation is shown graphically in Fig. 5.10. To cancel
the 20 term on the right-hand side of Eq. (5.46), the proposed function for the vortex
distribution will be multiplied by this constant:

y(0) =20u [Ao 1+ cosf i A, 51n(n9):| (5.48)

An additional advantage of the first term is that it induces a constant downwash on the airfoil,
as will be evident later on (see Eq. (5.53)). To determine the values of the A, constants,
Eq. (5.48) is substituted into Eq. (5.46) to give

-1 (7 14cosly = . sin 6y d6y
— 2 Ay———+ ) A,sin(nby) | ————
27 Jo Qoo|: " sin 6o ; (n6o) cosfy — cosd

= Qoo[dm(e) — a} (5.49)

dx

In this equation, each point 6 is influenced by all the vortex elements of the airfoil — this
requires the evaluation of the integral for each value of 8. Recalling Glauert’s integral

T 0 in nd
/ _COSM0 gy = M 01,2, (5.22)
o cos6fy—cosf sin 6
and replacing 1 by cos 00, the first term of the integral becomes
-1 T cos 00y + cos6y sin6ydo -1
—AO/ 0 0 0 T A0+ )= —
T 0 sin 6y cosfy — cosf T
whereas for the terms with the coefficients A;, A,, ..., the following trigonometric relation

is used:
1
sin n6, sin 6y = E[cos(n — 18y —cos(n+ 1)6], n=1,2,3,...

This allows the presentation of the nth term in the following form:

sin 90 d@o
cosfy — cos b

1 (7 _
7%; [A, sin(n6y)]

doy
cosfy — cosf

—A, (™
= / [cos(n — 1)8y — cos(n + 1)6p]
2 0
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Using Glauert’s integral reduces this to

—A, |:sin(n — 1) sin(n + 1)9i| —A, [ 2sin@ cos(nf)
T - = -
2

i| = A, cos(nf)

2 sin @ sinf sin

Substitution of this into Eq. (5.49) yields

n®
dx

o
—Ag + Z A, cos(nb) =

n=1

(5.50)

This is actually a Fourier expansion of the right-hand side of the equation that includes the
information on the airfoil geometry. Multiplying both sides of the equation by cos m6 and
performing an integration from 0 — m, for each value of n, will result in the cancellation
of all the nonorthogonal multipliers (where m /4n). Consequently, for each value of n the
value of the corresponding coefficient A, is obtained:

1 (7 dne(@
T Jo dx
2 (7 dn.(6
Anz_f 1O osnodo. n=1.2.3.... (5.52)
wJo dx

Note that Eq. (5.50) can be rewritten as an expansion of the downwash distribution
w = w(P) on the airfoil as
w

on = —A¢+ i A, cos(nf) (5.53)
0 n=1

and it is clear that the downwash due to the first term (multiplied by Ag) of the vortex
distribution is constant along the airfoil chord.
The slope dn./dx can be expanded as a Fourier series such that

dn.(9) _ <
dcx = Z; B, cos(n) (5.50a)
and a comparison with Eq. (5.50) indicates that
BQ:OI—AQ, Bn=An I’t=1,2,...,OO

This allows the simplification of Eq. (5.53) such that the angle of attack and camber con-
tributions to the downwash are explicitly displayed. A replacement of the A, coefficients
with the B, coefficients in Eq. (5.53) results in

2 — 4+ B,cos(nd) (5.53a)
Qo n=0
54 Aerodynamic Forces and Moments on a Thin Airfoil

For a given airfoil geometry, the mean camberline 7.(x) is a known function and
the coefficients Ay, A;, Ay, ... can be computed by Egs. (5.51) and (5.52). The pressure
difference across the thin lifting surface Ap(x) can be calculated by Eq. (5.43) and the
aerodynamic coefficients can be evaluated. These aerodynamic coefficients are usually
defined in the free-stream coordinate system such that the lift is normal and the drag force
is parallel to the free-stream flow. To determine the aerodynamic lift and drag, consider the
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X

Figure 5.11 Fluid dynamic forces acting on a two-dimensional zero-thickness airfoil.

simple case shown in Fig. 5.11. The pressure difference can be evaluated by using Eq. (5.43)

Ap(x) = pQooy(x)

and since the angle of attack is small Q is used instead of Q. cosa. The normal force
F, is then

F. = fo ' Ap(x)dx = /0 ' pOny()dx = pQOuT
where
r= /OC y(x)dx (5.54)
Also, the flat plate of Fig. 5.11 is very thin and the x component of the force is zero:
F,=0
Based on this formulation, the lift and drag forces become
L=F, D = F,u

However, the Kutta—Joukowski theorem in Section 3.11 clearly states that the lift is perpen-
dicular to the free-stream Q.. Thus, the aecrodynamic lift is

L=p0sl (5.55)
and the aerodynamic drag is
D=0 (5.56)

Therefore, an additional force must exist to balance these two calculations. This force is
called the leading-edge suction force F\; and is a result of the very high suction forces
acting at the leading edge (where ¢ — oo and the local leading-edge radius is approaching
zero). The strength of this leading-edge suction force is calculated in Section 6.5.2 using
the exact solution near the leading edge of the flat plate (which is similar to the treatment
of this problem by Lighthill>#) and for the small angle of attack case is

This force cancels the drag component of the thin lifting airfoil obtained by integrating the
pressure difference, so that the two-dimensional drag becomes zero. This result — that the
aerodynamic drag in two-dimensional inviscid incompressible flow is zero — was obtained
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in 1744 by the French mathematician d’Alembert and hence is known as d’Alembert’s
paradox (since actual airfoils will have nonzero viscous drag). Exact solutions and numerical
computations of the thick airfoil problem (where the velocity at the leading edge is finite)
will verify this result in the following chapters.

To evaluate the lift of the thin airfoil, the circulation of Eq. (5.54) is calculated:

I‘:f y(x)dx:f ()< sin6 do
0 0 2

o 1 9 o0
=20 / [Aoﬂ + > A, sin(n@)} ¢ sin6 d6
0 sin§ —~ 2

If we recall that
/ (1+cosb)db =n
0

and that the integral of sinn6 sin 6 is nonzero only if n = 1

T ) 5 when n=1
/ sinnf sinf d6 =
0 0 when n £l

the circulation becomes

A
[ = Qucn (Ao + 71) (5.58)
The lift per unit span, obtained from Eq. (5.55), is
A
L=pQecr (Ao + %) (5.59)

This equation indicates that only the first two terms of the circulation (shown in Fig. 5.10)
will have an effect on the lift and the integration over the airfoil of the higher-order terms
will cancel out. Since the pitching moment about the y axis is positive for a clockwise
rotation, a minus sign needs to be included when calculating the moment M, relative to the
airfoil’s leading edge:

My = _/ Apx dx = —pQOO/ y(é))%(l = cos@)% sin do
0 0

c c2 b4
=p0Qc ——F—}-—/ y(8)siné cos 6 d
2 4 Jo

After some trigonometric manipulations this results in

2
C C 2 g
My = _EL + ,OZ QOO(A()JT + AZE) (5.60)

and substituting the results for the lift, we get

2 62 A2
MO = _IOQOOJTZ(AO + A] - 7) (56061)

The moment M along the x axis can be described in terms of the lift and the moment at the
leading edge as

M=My+x-F,~My+x-L
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The center of pressure x., is defined as the point where the moment is zero (this can be
considered to be the point where the resultant lift force acts):

M=M0+.XCP-L=O

which yields
—M, Ao+ Al — (A2)2
xgp = —M0 _ c Ao+ A —(A2/2) (5.61)
L 4 Ao+(A1/2)
Similarly the airfoil section aerodynamic coefficients can be derived:
C L 2 (A + Al) (5.62)
| = T = s 0 —_— .
(1/2)p0%¢ 2
C b 0 (5.63)
d= T — .
(1/2)pQ%c
M() T A2
Cpo=—+—"——"5—=—7|Ac+A — — 5.64
"= 1200 2[ oA z} G

An observation of the coefficients of the circulation (Egs. (5.51) and (5.52)) reveals that
only the first term Ag is a function of angle of attack «. Substitution of A into the lift
coefficient equation yields

C =2 <a 1 / T O 4y ﬂ) (5.65)
0

T dx 2

Also, for a flat plate dn./dx = 0 and thus all terms except for 27 «, in Eq. (5.65) will vanish.
Therefore, the terms including the effect of the camberline 7. are independent of angle of
attack and are a constant for a particular chordline shape. This allows us to write the lift
coefficient as

C) =2m(o — apyg) (5.66)

where a is called the zero-lift angle and is a function of the camber. Further substitution
of the value of A| from Eq. (5.52) yields

1 (" dn.
o = ——/ e (cos6 — 1)d6 (5.67)
T Jo dx
By using the B,, coefficients of Eq. (5.50a) the lift coefficient becomes
B
C =2n (a — Bo+ 71) (5.62q)

Comparison with Eq. (5.66) indicates that the zero-lift angle can readily be obtained as
By

aro = Bo — 7 (56761)
The lift slope can be defined as
aC
= T _on (5.68)
do

Equations (5.66)—(5.68) show that the lift slope of a two-dimensional airfoil is 277 and that
the camber will have an effect similar to an angle of attack increment A« but will not change
the lift slope.



110 5/ Small-Disturbance Flow over Two-Dimensional Airfoils

Q.

/
Qo

(@) (b

=Y
\

Figure 5.12 Free-stream and body coordinate systems for a flat plate at a small angle of attack.

Next, the pitching moment coefficient (Eq. (5.64)) can be rewritten, using the formula
for the lift coefficient (Eq. (5.62)). Thus
G

Cmo = _?

Since the coefficients A;, A, are independent of angle of attack, only the first term in this
equation depends on «. Therefore, if the moments are calculated relative to the airfoil
quarter-chord point the first term in this equation disappears and the moment at this point
becomes independent of angle of attack. This point is called the aerodynamic center x,. and
according to thin airfoil theory it is located at the quarter chord. Consequently, the pitching
moment measured at this point is only due to the second term in Eq. (5.69):

4
+ 5 (42— A) (5.69)

C

Meya

T
= (A=A (5.70)

The use of this formulation for some simple chordline shapes is demonstrated in the
following examples.

Example 1: Flat Plate

As a first example, consider the thin, lifting model of a symmetric airfoil repre-
sented by a flat plate (shown in Fig. 5.12a). For this particular case there is no
camber and 7.(x) = 0. Consequently, all terms having derivatives of the camber-
line will vanish, and the circulation coefficients become

A():Ol, A1=A2=-'~=A,,=0 (571)
The circulation I" for the flat plate airfoil is then

I'= Qe (5.72)
and the lift and moment are obtained by substituting Eq. (5.71) into Egs. (5.59)
and (5.60):

L=p0sl =pQimca (5.73)

2
, €

My = _PQoo”ZO‘ (5.74)
The lift and pitching moment coefficients are

C=2nx (5.75)

Coy = —%a (5.76)
and the lift slope is again 277 as was shown in Eq. (5.66). The center of pressure
is at

Xep —Ch, 1

= M (5.77)



5.4  Aerodynamic Forces and Moments on a Thin Airfoil 111

Thus, for the symmetric thin airfoil, the center of pressure and the aerodynamic
center are located at the quarter-chord location.

Because of the transfer of the boundary condition to the z = 0 plane, the airfoil
trailing or leading edge can be at a certain small distance from this plane (as long as
n(x) < ¢). As an example, let us solve this problem in the free-stream coordinate
system, as shown in Fig. 5.12b. In this case the free-stream angle of attack is zero,
but the chord can be expressed as

dn
dx
Substitution of this into Egs. (5.51) and (5.52) yields

nx)=—-ax = —a

A():Ot and A1:A2:---:A”:O

which is the same result as in Eq. (5.71). Thus both methods will lead to the same
results.

For the symmetrical airfoil, the pressure coefficient difference AC, can be
found from Eq. (5.44a) by substituting Ay and the corresponding circulation:

14 cosf
AC, =20 41 BY, (5.78)
Ooo sin 6

In terms of x (with Eq. (5.45)) this becomes

AC, =4,

« (5.79)

The result of this formulation is plotted in Fig. 5.13a. In Fig. 5.13b a comparison
is made with the results of a more accurate method (e.g., panel method) for a
NACA 0012 symmetric airfoil. This indicates that the pressure difference is closely
predicted over most of the airfoil. Near the leading edge, however, the flat plate
solution is singular and the model is not accurate there.

Upper surface

Lower surface

(a) ()

Figure 5.13 Typical chordwise pressure difference for a symmetric airfoil and the equivalent upper
and lower surface pressures for a NACA 0012 airfoil.
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Figure 5.14 Parabolic arc airfoil.

Example 2: Thin Airfoil with a Parabolic Camber

As an example for a simple nonsymmetric chordline shape consider the parabolic
camberline shown in Fig. 5.14, with € being its maximum height. The equation of
the camberline is then

Ne(x) = 465[1 - f] (5.80)
c c
and the camberline slope is
dne
1e(x) =45[1 —2f} (5.81)
dx c c

Expressing this term by using the transformation x = 5(1 — cos 6) we obtain

dn.(0 2
ne®) _ el ZS(1 - cos) | =45 coso (5.82)
dx c c?2 c

The coefficients A, can be found by substituting this into Eq. (5.51) and (5.52).
Because of the orthogonal nature of the integral f0” cosnf cosm6 db all terms
where m /An will vanish. So in this case, whenm = 1,

A() =a—0
and only the first coefficient will be nonzero:
€
A =4-
c
Ay=A3=---=A4,=0

This result can be found immediately by comparing Eq. (5.50a) with the cam-
berline slope

dn.(0)

= €
= B, cos(nf) = 4— cos6
dx - c

n=0

Therefore, clearly By = 4< and the other B, coefficients are zero.
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The lift and the moment of the parabolic camber airfoil can be obtained by
substituting these results into Egs. (5.59) and (5.60). The result is

L= pggonc(a +25> (5.83)
c

, ¢ €
My = —ononZ o+4- (5.84)

c

and the corresponding aerodynamic coefficients are thus
C =2 ((x +25> (5.85)
c
Cpr = _£<a+4i> (5.86)
2 c

Comparing this result for the lift with Eq. (5.66) we find that the zero-lift angle is
oo = —2€/c (5.87)

This means that this airfoil will have zero lift when it is pitched to a negative angle
of attack with a magnitude of 2¢/c.

The center of pressure is obtained by dividing the moment by the lift,

Xop  la+de/c

¢ da+2e/c

Note that at « = 0 the center of pressure is at the midchord and as the angle of
attack increases it moves toward the quarter chord.

Also, in this case the pitching moment about the aerodynamic center can be
calculated using Eq. (5.70):

(5.88)

b4 €
Cm(./4 = Z(AZ - Al) = _7'[; (5.89)

which indicates that the portion of the moment that is independent of angle of
attack increases with increased curvature (as €/c increases) of the camberline.

Example 3: Flapped Airfoil

One of the most frequently used control devices is the trailing-edge flap. The reason
for mounting such a device at the trailing edge can be observed by examining
the (cos® — 1) term in Eq. (5.67). This implies that the zero-lift angle is most
influenced by the trailing-edge region where 0 — m; therefore, relatively small
deflections of the flap at the trailing edge will have noticeable effect.

To demonstrate the effect of the trailing-edge flap consider the following simple
example. Here the main airfoil plane is placed on the x axis, and at a chordwise
position k - ¢ the flap is deflected by 6 s, as shown in Fig. 5.15 (for « = 0). Although
the trailing edge of the deflected airfoil is now not on the x axis, but because of the
small-disturbance approximation of the boundary condition, the error introduced
by using this coordinate system is within the accuracy of thin airfoil theory. It is
assumed that the airfoil is continuous, and there is no gap at the flap hinge point.
The slope of the camberline, for the case shown in the figure, is

d
Te_ 0 for 0<x <ke (5.90)
dx
dnc
= —4¢ for kc<x<c (5.90b)

dx
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Figure 5.15 Thin flapped airfoil (without a gap at point & - ¢).
Since the coefficients A,, are given as a function of the variable 6, the location of
the hinge point 6; can be found by using Eq. (5.45):
ke = %(1 —cosby) = cosO=1-2k
The coefficients of Egs. (5.51) and (5.52) are computed now only within the range
6y to 7, resulting in
1 [" 8y
Ay=a+ — 8pdl =oa+ —(m —6) (591a)
T Jo, T
2 (" 28 sinnf
An=——/ 57 cosng do = —L STk (5.91b)
T Jg, ‘ T n
Substituting the values of the first three A, coefficients into Eq. (5.62) and Eq. (5.64)
we obtain the lift and pitching moment coefficients:
6 1
C,=2n{a+8f|:<l——k)+—sin9k:|} (5.92)
T T
0 285 . 8 .
Coy = — | a+8,(1— =) + 2L sing, — =L sin26, (5.93)
2 ’ b4 b4 2
Setting @ = 0 allows the incremental effect of the flap to be obtained:
AC; = [2( — 6) + 2sin6;] 8¢ (5.94)
1 1
ACy,, = —3 |:(JT — 6) + 2sin by — > sin29k:| 8¢ (5.95)
The increment in the moment at the aerodynamic center, c¢/4, due to the flap
deflection is obtained using Eq. (5.70) as
I 1.
ACmC/4 = I:Z sin 29k — E Sll’l@k] 5f (596)
5.5 The Lumped-Vortex Element

Based on the results for the lifting symmetrical airfoil (flat plate), it is possible to

develop a simple “lifting element.” The vortex distribution on such a flat plate airfoil can
be obtained from Eq. (5.48) as

1+ cos6

v(0) =200 —=" (597
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v(®) =20.a sin 6
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Figure 5.16 (a) Vortex distribution on a flat plate at angle of attack and (b) the equivalent “lumped-
vortex” representation (the circulation I is the same for both models).

which is shown schematically in Fig. 5.16a. From a far field point of view, this can be
replaced by a single vortex with the same strength I' = foc y(x)dx.
Since the lift of the symmetric airfoil

L=p0T

acts at the center of pressure (at the quarter chord for the flat plate), the concentrated vortex
is placed there.

If the lifting flat plate is to be represented by only one vortex I', then the boundary
condition requiring zero normal flow at the surface can be specified at only one point too.
Assuming that this point is at a distance k - ¢ along the x axis (Fig. 5.16b) then we can
specify the boundary condition of zero normal velocity as

2 [ke — (1/4)c]

For this model to simulate the results of the thin airfoil the corresponding value of the
circulation for a flat plate (Eq. (5.72)) must be substituted:

+ Qoo =0 (5.98)

I'=ncQx
Thus

—1c Qoo

sk — (1jay] T = =0

The solution of this equation provides the point at which the boundary condition needs to
be specified. This collocation point is

3

k=1 (5.99)

Note that this representation is based on results that account for the Kutta condition at
the trailing edge. This is the main reason for some of the good approximations that can be
obtained when using this model. Some of the advantages of using this lifting element for
the estimation of some aerodynamic effects are shown in the following examples. However,
for the three interaction examples to follow, the lift force will be calculated with the use of
the generalized Kutta—Joukowski theorem to be developed later in Section 6.9 (instead of
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Figure 5.17 Lumped-vortex model for tandem airfoils.

the single-vortex case where L = p Q.. I"). This is necessary since the airfoils studied are
not in an unbounded fluid. The lift force on an airfoil is now (see Eq. (6.113))

L=p0u.T (1 n %) (5.100)

[ee]

where q; is the velocity induced by other vortices at the airfoil vortex location.

Example 1: Tandem Airfoils

The useful application of this simple model can be demonstrated by investigating
the lift of the two-airfoil system, shown in Fig. 5.17. The circulations of the two
airfoils are represented by I'; and I",, and the two boundary conditions at the two
collocation points require that the normal velocity component will be zero: w; =
wy = 0. The normal velocity at each collocation point consists of the influence
of the two vortices and the free-stream normal component and when specified at
these points the two boundary conditions are

LRI T 0 (5.101a)
wp = _— o = . a
"T2re2 " 2me R
-r -T
w) ! 2 1 Qua=0 (5.101b)

=—+
2n2c¢  2mc/2
The solution of this system is

4 2
r = ganoooz, I, = ganoooz (5.102)

The force on each airfoil can be obtained from Eq. (5.100). Note that for the small-
angle approximation we are using here, the contribution of the streamwise velocity
component of the other vortex is proportional to & and can be neglected.

Thus, clearly, the front airfoil has a larger lift owing to the upwash induced by
the second airfoil, and because of the same but reversed interaction the second
airfoil will have less lift. Also, this effect is stronger when the airfoils are closer
and the interaction will disappear as the distance increases. The importance of this
result is that the immediate effects of the tandem airfoil configuration could be
estimated with minimum effort.

Example 2: Ground Effect

Another simple example is the airfoil near the ground, which is modeled by using
the mirror-image method (Fig. 5.18). In order to create a straight streamline at the
ground plane two symmetrically positioned airfoils are considered. Again, using
the lumped-vortex element, the normal velocity component at the collocation point
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Ground plane

T Image airfoii

Figure 5.18 Lumped-vortex model for an airfoil in ground effect.

due to the bound vortex is —I' /2w (c/2). The influence of the image vortex, which
has the same strength but in the opposite direction and is located at a distance 24
under the primary vortex, is calculated as follows. The velocity due to a vortex of
circulation I at (xg, z¢) at the point (x, z) is given by Egs. (3.81) and (3.82) as

' (z— 20, % —X)

(u, w) = T T —— (5.103)
For the image vortex, xo = 0 and zo = —2h. For the collocation point x =
(c/2)cosa and z = —(c/2) sin«. The normal to the airfoil is

n = sinai + cos ak (5.104)
The boundary condition at the collocation point is

—% +q;-n+ Qxsina =0 (5.105)

where the image vortex contribution is obtained using Eqgs. (5.103) and (5.104).
Note that the circulation of the image vortex is (—I"). After some manipulation,
the circulation is found as
1 — (c¢/2h)sina + ¢*/16h>
1 — (c¢/4h)sina

' =1 Qucsina ( (5.1006)
Note that I' = m Q¢ sin« is the exact solution for the flat plate in the absence of
the ground plane (Eq. (6.36)). The lift force on the airfoil is given by Eq. (5.100)
as

r

L= r{1- 5.107

PO ( 4 Qooh> G107

To obtain the limit for the case when the airfoil is relatively far from the ground,

substitute Eq. (5.106) into Eq. (5.107) and let ¢/ h approach zero to get

2 3

L=npQ%ec sina|l— < sina + ——(1 +sin*a)+ O = (5.108)
o 2h 16h2 h3

Corresponding results for a parabolic arc airfoil (see Eq. (5.80)) at zero angle of

attack in ground effect can be found in Coulliette and Plotkin.>> The circulation
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Figure 5.19 Lumped-vortex model for an airfoil between wind-tunnel walls.

for this case is

r =2nQooe<

1 2/16h?
L) (5.109)

1+ €/2h

where € is the maximum camber as used in Eq. (5.80) and & is measured from
midchord. The lift force for large ground height is

2 2 1
Lzznpggoe[l—%Jr#Jr%%Jro(ﬁ)} (5.110)
Comparing the second terms in these two equations based on the single-vortex
model (e.g., ~ca/2h in Eq. (5.108) and 2¢ /2h in Eq. (5.110)) indicates a reduction
in the free-stream speed (for the lifting case) due to the induced velocity ~I" /47 2h
and the circulation (a trend that is reversed for inverted airfoils). The third term
(c?/16h?) increases the effect for either positive or negative lift airfoils, and it
becomes more pronounced for smaller values of /2, as shown by Katz and Plotkin,>¢

(p. 137).

Example 3: Wind Tunnel Walls

To model the effect of wind-tunnel walls on the lift of a symmetrical airfoil, we
place a flat plate of chord ¢ at angle of attack o between two parallel walls a
distance % apart. The quarter chord is at the center of the tunnel (see Fig. 5.19).
We will seek a small-disturbance solution in the limit as ¢/ h approaches zero. For
small «, the collocation point is at (c¢/2, 0) and the boundary condition there is

w(%,O)—f-Qo@a:O (5.111)

where w is the z component of velocity for the airfoil vortex (at the origin) plus
its image system. With the use of the complex potential for this configuration in
Eq. (6.89) we get
r
w($,0) = = (tanh ™S — coth”E (5.112)
2 4h 4h 4h

Now, for the hyperbolic functions, as A approaches zero, we have (see Gradshteyn
and Ryzhik,>” p. 35)

A3
tanh(A) = A — 3 + - (5.113a)
th(A) L_4 + (5.113b)
co =—— =+ .
A 3
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Figure 5.20 Lift and pitching moment of a NACA 0009 airfoil.

Substituting Eq. (5.112) in the boundary condition (Eq. (5.111)) and with the use
of Eq. (5.113) we get

I' (2nc 4h 40 0 (5.114)
- — - — o = .
4h\34h mc °°
The circulation is then
e Qoo 7% c?
Fr=_—__"—""=*" ~ 1+ —— 5.115
1 — 72¢2/24h? ”CQ°°“< o h2) (5.115)

which is greater than the unbounded fluid result. For this small-disturbance
approximation the Kutta—Joukowski theorem (L = pQ.I") can be used for the
lift, which is therefore

2 .2

L=npcQlal1+ 25 (5.116)
=P 24 12 ‘

clearly showing the increase in lift as the wind-tunnel walls approach the airfoil.

N

— =

Attached flow Separated flow \

Figure 5.21 Streamlines of the (a) attached and (b) separated flow over an airfoil.

\
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Figure 5.22 Schematic description of airfoil camber effect on the lift coefficient.

Summary and Conclusions from Thin Airfoil Theory

Up to this point, in order to be able to solve practical problems, the fluid dynamic

equations were considerably simplified and even the boundary conditions were approxi-
mated. However, in spite of these simplifications, some very important results were obtained
in this chapter:

1.
2.

The lift slope of a two-dimensional airfoil is 27, as shown by Eq. (5.66).
The pitching moment at the aerodynamic center (at ¢/4) is independent of angle
of attack (excluding airfoil’s stalled conditions).

These two very important results are very close to experimental data in the low
angle of attack range, as shown in Fig. 5.20. When the angle of attack increases
beyond the limits of the small angle of attack assumption, the streamlines do
not follow the airfoil surface shape (Fig. 5.21) and the flow is considered to be
separated. This results in loss of lift, as indicated by the experimental data in
Fig. 5.20 (for @ > 10°) and this condition is called airfoil stall.

. Airfoil camber does not change the lift slope and can be viewed as an additional

angle of attack effect (¢ in Eq. (5.66)). This is shown schematically by Fig. 5.22.
The symmetric airfoil will have zero lift at « = 0 while the airfoil with camber
has an “effective” angle of attack that is larger by a .

. The trailing-edge section has a larger influence on the above camber effect. There-

fore, if the lift of the airfoil needs to be changed without changing its angle of attack,
then changing the chordline geometry (e.g., by flaps or slats) at the trailing-edge
region is more effective than at the leading-edge region.

. The effect of thickness on the airfoil lift is not treated in a satisfactory manner by

the small-disturbance approach, but this will be calculated more accurately in the
following two chapters.

. The two-dimensional drag coefficient obtained by this model is zero and there

is no drag associated with the generation of two-dimensional lift. Experimental
airfoil data, however, include drag due to the viscous boundary layer on the airfoil,
and this should be included in engineering calculations. The experimental drag
coefficient values for the NACA 0009 airfoil are also plotted in Fig. 5.20 and for
example the “zero-lift” drag coefficient is close to C; = 0.0055.
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Problems

5.1. Find the camberline shape that leads to a constant-pressure jump along the airfoil
chordline for zero angle of attack.

5.2. Consider the flow of a uniform stream of speed Q, at angle of attack « past a thin
airfoil whose camberline is given by

)

where 7 < 1 and X is a constant. Show that
e C
C =2 s Cm =2 - )T i
1 T[(Ol + 6) 0 (H/ 4 ) 4
where € = (h/8)(4 — 3)) and u = (/64)hA.
Find the value of A for the zero-lift angle to be zero.
5.3. Find the hinge moment for the flapped airfoil of Eq. (5.90).

5.4. Consider the flow of a uniform stream of speed Q. at angle of attack « past a
thin airfoil whose upper surface is given by the parabola in Eq. (5.80) and whose
lower surface is z = 0. Find the lift coefficient and moment coefficient about the
leading edge.

5.5. Consider the flow of a uniform stream of speed QO at angle of attack « past a
biplane consisting of two flat plate airfoils of chord ¢ located a distance & apart (no
stagger). Find the lift coefficient for each airfoil using a single vortex to represent
each one.



CHAPTER 6

Exact Solutions with Complex Variables

Approximate solutions to the exact potential flow problem are obtained in this
book using both classical small-disturbance methods and numerical modeling. However,
it is important to have exact solutions available to test the accuracy of the approximations
and to assess their applicability. In this chapter complex variables will be used to obtain the
solution to three model problems: the flat plate, the circular arc, and a symmetrical airfoil.

6.1 Summary of Complex Variable Theory

Prior to applying complex variable methods to potential flow problems, some of
the principles are discussed briefly (for more details about the mathematics of complex
variables see Churchill®!). To begin, first define the imaginary unit i by

it =—1 (6.1)
Then any complex number Y can be written as
Y=a+ib (6.2)

where a and b are real and are called the real and imaginary parts of Y, respectively.
Every complex number therefore can be thought of as representing an ordered pair of real
numbers (a, b) and as such may be represented geometrically by points in a plane. The
complex number ¥ = x 4 iz is shown in Fig. 6.1 in a Cartesian coordinate system with x
and z axes. A polar coordinate version of ¥ with coordinates » and 6 is also shown in the
figure. Note that the absolute value of ¥ (|Y]) is defined as [x? + zz]% and the argument
of Y (arg Y = 6) is defined as tan~! z/x. An exponential form of Y is expressed as

Y =re'? (6.3)
if the exponential term is defined as
'’ =cosf +isinf (6.4)

The complex conjugate of the complex number Y is defined as
Y =x—iz
Otherwise the algebra of complex numbers is similar to the algebra of the term (a + b), but
note thati> = —1. As an example, the multiplication of a complex number by its conjugate is
YV =(x 4iz)(x —iz) = x> + 22
A function f of the complex variable Y can be written in terms of its real and imaginary
parts as

F¥) = g(x,z)+ih(x,z) (6.5)
Analytic functions of a complex variable are differentiable, which means that
Gy _ S AY) = ()
dYy AY—0 AY
122
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Figure 6.1 Complex plane.

exists for all possible paths AY. Now consider the derivative of f(Y) along the x axis
ary)y i Ag+iAh 9g  .0h

dy x>0 Ax T oox +’5
Similarly, the derivative in the z direction is
ar(Y) . Ag+iAh 19dg 0h 0dh .0g

im = — =
dy iAz—0  IAZ i 0z * dz 0z laz

The derivatives must be independent of the direction of differentiation; therefore, equating
the real and imaginary parts of these derivatives results in

dg _ 0h g 0h

ax 9z’ 9z ox
So, differentiability is guaranteed if the real and imaginary parts of f satisfy the above
equations, which are called the Cauchy—Riemann conditions. Also, if a function of a complex
variable is analytic, then the real and imaginary parts each satisfy Laplace’s equation. Points
in a region where f(Y) is analytic are called regular points and points where f(Y) is not
analytic are called singular points.

Consider the integration of a complex function. If the function is analytic and the region

is simply connected, then the integral

(6.6)

fA ’ f(Y)dY

from point A to point B is independent of the path of integration and the integral around
all closed paths is zero. The latter result is called the Cauchy integral theorem. Multiply
connected regions are of interest since they include the region exterior to a two-dimensional
airfoil as well as the region remaining once singular points are excluded by surrounding them
with closed curves. Consider the region in Fig. 6.2 that is exterior to n curves Cy, Cs, ..., C,
and consider a curve C that surrounds the n curves. An application of the Cauchy integral
theorem in this region for a function f that is analytic inside C and outside the n curves
yields the result that the integral around C is equal to the sum of the integrals around the n
curves where all integrations are in the same direction:

f fMay=¢ fY)ydY+¢ f¥)dY+---+ ¢ f(¥)dY (6.7)
C C Cy Cy

Consider the following results for power series expansions of the function f(Y). If f is
analytic at all points within a circle Cy with center at Y, then at each point Y inside the
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Figure 6.2 Integration in a multiply connected region.

circle f can be represented by the Taylor series expansion

(n)
10 = 100 + 70 = )4+ LTy 68)

Now consider the region exterior to the circle C; whose center is at ¥ in Fig. 6.3. The
function f is analytic in the annular region between C; and C,. Then f can be represented
by the Laurent series expansion

oo
F) =AY — Yp)" (6.9)
Consider now the integration of a function with singularities. Let f(Y) be analytic inside

the curve C except at Y. Surround Y, by the circle Cy (see Fig. 6.4) and represent f between
Cy and C by the Laurent series of Eq. (6.9). Then the integral around C becomes

dy = . — Yo' dY =2miA_ .
?gcf(y) Y ;A ﬁo(y Yo)'dY = 2miA_, (6.10)

where A_; is the coefficient of the term A_; /(Y — Y)) and is called the residue of f(Y)
at Y. If f(Y) is analytic inside C except at a finite number of singularities (), then a
generalization of Eq. (6.10) leads to the residue theorem:

N
7{ f)dY =271y A_y(Y;) (6.11)
c =

zA

G

»
>
X

Figure 6.3 Region for Laurent series expansion.
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Figure 6.4 Integration of a function with singularities.

Complex variable theory is a powerful tool for the solution of two-dimensional incom-
pressible potential flow problems through its mapping properties. Consider the function
f(Y) that generates the pair of values (g, /) for each pair of values (x, z). Each value of
Y represents a point in the Y plane and each value of f can be thought of as representing
a corresponding point in the f plane. The function f(Y) therefore geometrically maps or
transforms points (and also curves and regions) from the ¥ plane to the f plane (see Fig. 6.5).

When the mapping function f(Y) is analytic, the mapping from the Y plane to the f
plane is called conformal and has the following special property. Consider a curve C through
the point Y in the Y plane and the corresponding curve D through the corresponding point
fointhe f plane (Fig. 6.6). If f is analytic at Y, and if f'(Y,) /=0 then every curve through
Y in the Y plane is rotated by the amount arg f”(Y,) when it is transformed into the f plane.
This is illustrated in Fig. 6.6, which shows the two curves C| and C; that intersect at ¥ in
the Y plane and the corresponding curves D; and D, that intersect at f; in the f plane. For
this conformal mapping, it is observed that the angle of intersection between the curves is
preserved in the transformation. A point at which f'(Y) = 0 is called a critical point of the
mapping and at a critical point the above intersection angle is not preserved.

6.2 The Complex Potential

Consider a steady, incompressible, inviscid, irrotational two-dimensional flow. The
velocity potential and the stream function are related by the following equations (Eq. (2.81)):

00 9w 9> v

— = - = 6.12
0x 9z 0z ax 6.12)
zZA h A
Y plane fplane
Y(H
 ——
-— of
%% fY)

>
L
X

Yy

Figure 6.5 Mapping with a function of a complex variable.
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Figure 6.6 Preservation of the angle between intersecting curves for a conformal transformation.

and both satisfy Laplace’s equation. Note that Eq. (6.12) yields the Cauchy Riemann condi-
tions for ® and W to be the real and imaginary parts of an analytic function F' of a complex
variable. We define the complex potential as

F=d+iV (6.13)
and note that its derivative
dF
W) =F = =u—iw (6.14)

is the complex conjugate of the velocity and is called the complex velocity. Any analytic
function of a complex variable can represent the complex potential of some flow.

6.3 Simple Examples

To evaluate the complex potential of two-dimensional flowfields, we shall apply
Eq. (6.13) to the results of some basic flows that were treated in Chapter 3.

6.3.1 Uniform Stream and Singular Solutions

The complex potential for the flow of a uniform stream of speed Q. in the x
direction is obtained by substituting the results for the velocity potential and stream function
into Eq. (6.13) to get

F=®+iV=Q0u(+iz) = QY (6.15)

Now, consider the stream to be at an angle « to the x axis and repeat the process. The
complex potential becomes

F = Qc(xcosa + zsina) +iQoo(—x sina 4+ zcosa)
= Quo(cosa —isina)(x +iz) = QuYe ™ (6.15a)

This illustrates the general result that the complex potential for one flowfield can be made
to represent the same flowfield rotated counterclockwise by « if Y is replaced by Ye =%,

Consider a source of strength o at the origin. Its complex potential can be obtained
similarly, and using polar coordinates we get

F=2(nr+i0)= "Iy (6.16)
21 2
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Note that it is easy to demonstrate that for a source at ¥ = Yy, = x¢ + izg, the complex
potential is

F="In(Y — Yy (6.16a)
21

and in general a flowfield can be translated by Y by replacing ¥ by Y — Y in the complex
potential. The complex potential for a vortex with clockwise circulation I at Y = Y is

_ir

F = In(Y — Yp) (6.17)
2
The complex potential of a doublet at the origin whose axis is in the x direction is
1
F=_Mt_ (6.18)
2n Y

Using the above rules, we find the complex potential for a doublet at ¥ = Y, with an axis
at an angle « to the x direction is given by

_ [k io

= T (6.18a)

6.3.2  Flowin a Corner

A second approach (inverse) is where the flowfield shape is sought for a given
complex potential F. For example, consider the complex potential

F=BYy™"
where B is real. The stream function in polar coordinates is
4%
W = B/ sin(—)
o

It can be seen that W =0 at 6 =0 and § = «, and therefore this potential represents flow in
a corner as shown in Fig. 6.7. The complex velocity is

W = By o/
o
and at the corner ¥ = 0, the velocity is zero if ¢ < 7 and infinite if ¢ > 7. I[f & = 7/2,

the flow can be considered to be either the flow in a right-angle corner or flow against a
horizontal wall. This flow, called stagnation point flow, is shown in Fig. 3.6.

o

a

Figure 6.7 Flow in a corner.
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Figure 6.8 Coordinate system for use with Blasius formula.

6.4 Blasius Formula, Kutta—Joukowski Theorem

Consider the flow past a body whose contour is denoted by C (Fig. 6.8). Let
the components of the aerodynamic force acting on the body be X and Z in the x and z
directions, respectively. An integration of the pressure around the contour and an application
of Bernoulli’s equation then leads to the Blasius formula (see proof in Glauert,> pp. 80-81):

., ip )
X—iz=73 /C[W(Y)] dy (6.19)

Let the free-stream velocity be Qo.e™™* and let the circulation around C be I' (see
Fig. 6.8). Then because the complex velocity is analytic outside of C (since the fluid is
unbounded), we can write W in a Laurent series about ¥ = 0 (which is taken inside C):

W(Y):Qooe*f“+2’71—ry+%+%+%+m (6.20)
Now substituting into the Blasius formula and using the residue theorem we get

X —iZ =—ipQule ™ = pQu e i07/240) (6.21)
or

X +iZ = pQu e />e (6.21a)

The force is seen to act perpendicular to the stream Q, and has the magnitude D = 0
and L = pQI'. This result is called the Kutta—Joukowski theorem.

6.5 Conformal Mapping and the Joukowski Transformation

The method of solution for our model airfoil problem is to map the airfoil (which is
in the physical plane Y = x + iz) to a circular cylinder in the f = g + ik plane through the
conformal mapping ¥ = Y(f). The solution in the circle plane has already been obtained
(in Section 3.11). Let the complex potential in the circle plane be F(f) and the complex
velocity W( f). Then the results in the physical plane are

F(Y)=F[f(Y)] (6.22)
Wy_dF_dFdf_W 1 623
()—d—Y—Z,d—Y— (N (6.23)

df
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Figure 6.9 Joukowski transformation: mapping of airfoil to circle.

The complex velocity in the physical plane is given as a function of the transformation
variable f. The following three model problems are all special cases of the Joukowski
transformation

C2
Y=f+— 6.24
4167 (6.24)
where C will be shown to be the chord for a flat plate, for a circular arc, and approximately
for a symmetrical airfoil.

Consider the mapping from the airfoil to the circle shown in Fig. 6.9. The complex
velocity at infinity in both planes is Osoe” @ and the transformation has two free param-
eters, the radius of the circle a and the center of the circle . The complex velocity in
the circle plane is obtained with the aid of the results of the flow over a cylinder from
Section 3.11:

. i1 Qooa?e™™
W(f)= Qe + — -
2r f = (f—p)?

Since the airfoil has a sharp trailing edge and the circle has no corners, the transforma-
tion must have a critical point (dY/df = 0) at the point in the circle plane corresponding to
the airfoil trailing edge. Denote this point by f.. The Kutta condition requires the velocity
at the airfoil trailing edge to be finite and therefore from Eq. (6.23) it can only be satisfied if

W(fie)=0 (6.26)

(6.25)

In the circle plane f;, = C/4 and the coordinate system is shown in Fig. 6.9. (Note that
f = —C/4 is also a critical point and must be placed inside the circle to avoid a velocity
singularity in the flowfield. The critical points f = +C/4 transform to Y = £C/2.) From
the figure, we see that

fie— 1w =ae™"” 6.27)
If this is substituted into Eq. (6.25) for W( f) and the Kutta condition is applied, we get
. 2 D . .
Qooe—mt + l ezﬂ _ Qooezaemﬂ =0

2ma
—27aQuie ) L T 4 27aQie @ =0
and the circulation is

I = 47a Qs sin(a + B) (6.28)
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The lift and lift coefficient are then given by

L=p0u.T (6.29)
=L g% 6.29
1—@— n;sm(ot—l—ﬂ) ( a)

Let the surface of the circle be given by
f=u+ae’ (6.30)

as shown in Fig. 6.9. The complex velocity on the circle is then obtained by substituting
Egs. (6.28) and (6.30) in Eq. (6.25), which gives

W(f) = Qe ™ + 2i Quo sin(ar + Be ™ — Qe e
= Qe [0 4 2i sin(a + B) — 0]

= 2i Qoo[sin(a + B) — sin(a — 6)]e~ ¢ (6.31)
and the complex velocity on the airfoil surface is obtained from Eq. (6.23) as
W)
W)= ——— 6.31
W)= 121652 (6:31a)

To find the complex velocity at the airfoil trailing edge, L Hospital’s rule must be applied
since both W( f) and dY/df are zero there. At the trailing edge f = C/4and 0 =27 — B,
and the complex velocity is therefore

_C\ . dwydf
W<Y - 5) =M d?Y /df’?
_ [F2iaQusine + B)/(f — w1 + [247 Qo™ /(f — 1)*]

2C7/16 2
Using fi. — . = ae'?, we get
c C _y ; C i
wlyr==)= QLe’z’e[—i sin(e + B) + €] = Qoo —e** cos(a + B)
2 4a 4a

(6.32)

6.5.1  Flat Plate Airfoil
Choose the circle with its center at the origin and a = C/4. Then from Eq. (6.27),
u=p=0 (6.33)

The circle is given by f = (C/4)e'? and the corresponding airfoilis ¥ = (C/2) cos §, which
is seen to be a flat plate of chord ¢ = C (see Fig. 6.10). Note that 0 < 0 < & represents
the top surface and & < 6 < 27 represents the bottom. The complex velocity on the plate
surface is obtained using Egs. (6.31) and (6.31q) as

2i Qoo[sina — sin(@ — 0)]e™"  2i Qo[sina — sin(a — )]’
1 — 20 N 2i sinfe—i?

[sino — sin(a — 6)]

W =

and since x = (c/2) cos 0 then sin® = +[1 — (2x/c)?]'/?, and we have

w 1 —cosf 1-2
—_— =cosa+sina& =cosa L sinw 7X/C (6.35)
0o sin 6 14 2x/c



6.5 Conformal Mapping and the Joukowski Transformation 131

hA z A

&0

(9}
’-7::"
|
RlaMm o
o)
ol L
A 4

(
N

Figure 6.10 Flat plate airfoil mapping.

where the plus sign refers to the upper surface and the minus sign to the lower. Note that
the trailing-edge velocity is QO cos « and that the disturbance to the stream vanishes as the
square root of distance from the trailing edge. Also, the velocity has a square root singularity
at the plate’s sharp leading edge.
For small «, Eq. (6.35) becomes
w 1 —cos6
—=1l4+o0—- (6.35q)
O sin 6
Note that with the use of Egs. (5.37), (5.48), and (5.71) (and considering the different
definition of 8 in Chapter 5), the solution is identical to the flat plate solution from thin
airfoil theory.
The streamline patterns in the circle and plate planes are shown schematically in Fig. 6.11.
Note that the forward stagnation point in the circle plane is at 0 = 7 + 2« and therefore

the forward stagnation point on the plate is at x = —(c/2) sin 2c.
The circulation and lift force are given by Eqgs. (6.28) and (6.29) as
' =rncQxsinea (6.36)
L= nchio sin o (6.37)
and the lift coefficient is (Eq. (6.29a))
C; =2msina (6.37a)

6.5.2  Leading-Edge Suction

In the previous section the force on a flat plate airfoil is obtained with the use of
the Kutta—Joukowski theorem and is seen to be perpendicular to the free-stream direction.

h A

— .

-

=

"
(b)

Figure 6.11 Schematic description of the streamlines in (a) circle and (b) flat plate airfoil planes.

(a)
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An apparent problem arises if we attempt to find the force by an integration of the pressure
distribution. On the surface of the plate the velocity is given in Eq. (6.35) and with the use
of the Bernoulli equation the pressure difference across the plate is given as

[1—=2
Ap = 2,0Q§O sino cos o Tzi;i (6.38)

The force Z is perpendicular to the plate and is obtained by integrating the pressure differ-
ence along the plate to get

c/2

Z :/ Apdx = n,ocho sin & cos & (6.39)
—c/2

The force obtained by these two different approaches is not the same in either magnitude

or direction.

The difference can be explained by considering the flat plate as the limiting case of a thin
airfoil as its thickness goes to zero. In this limit the pressure at the leading edge increases
while the area upon which it acts decreases until in the flat plate limit the pressure is infinite
and the area is zero. In this limit there is a finite contribution to the force that must be added
to the result obtained by the pressure integration. To obtain this force we surround the plate
leading edge by a small circle and calculate the force with the use of the Blasius formula.

The complex velocity on the plate is given in Egs. (6.31) and (6.31a). The velocity on
the circle at the leading edge is obtained by using Eq. (6.31) with 8 = 0 and & = 7 and is

W(f) = —4iQsina (6.40)
Near the leading edge f is approximately —c/4 and therefore we can take

W) e : 1
W)= ———>— EQoosmaf—i—cM

f2—c2/16
If the transformation in Eq. (6.24) is now inverted and Y is set approximately equal to —c/2,
the transformation becomes

(6.41)

1 1
f=50+ Y2—c2/4)=—§+5i\/2,/1/+c/2 (6.42)
The complex velocity in the leading-edge region is therefore (from Egs. (6.41) and (6.42))
Qso/csina
W)= —n-— 6.43
) Y +c¢/2 (643)
This velocity is now substituted into the Blasius formula (Eq. (6.19)) to yield
j | dY
X—-iZ= % / W2dy= %Qioc sinzaf Y o2 = —mpcQ? sinfa  (6.44)

This leading-edge force acts along the plate in the upstream direction (Fig. 6.12) and is
called the leading-edge suction force.

The total force is now obtained by the addition of the pressure force and the suction force
(Egs. (6.39) and (6.44)) and the resultant force is seen to be perpendicular to the stream and
exactly equal to the result from the Kutta—Joukowski theorem (see Fig. 6.12).

A generalization of these results can be applied to the solution of the small-disturbance
version of the thin-airfoil problem. Assume that this solution has the following complex
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Figure 6.12 Forces due to pressure difference and leading-edge suction on the flat plate at angle of
attack. Note that the resultant force (lift) is normal to the free stream Q.

velocity in the neighborhood of the airfoil leading edge:

W(Y) = (6.45)

A
VY +¢/2

where A is a constant. Then the leading-edge suction force in this situation is given by the
Blasius formula as

X = —mpA? (6.46)

6.5.3  Flow Normal to a Flat Plate

Another interesting solution that can be obtained by this method is the solution
for the flow normal to a flat plate. The complex potential for this flow in the circle plane
is obtained by adding the potentials of a stream in the z direction and an opposing doublet
(the flow is symmetric about midchord and has zero circulation) and is given by

-2
F=—iQu|f— W} (6.47)

On the surface of the circle f = %eie and the complex potential becomes

F=—-i0u Zem - %ei9i| - Q;"C sinf = i%ﬂ —(2x/c) (6.48)

The complex potential on the surface is thus real and therefore it is equal to the velocity
potential. The jump in potential across the plate is therefore given by

AD = Quocy/1 — (2x/c)? (6.49)

Both an application of the Kutta—Joukowski theorem and a pressure integration yield
the result that there is no force acting on the plate (recall that this is a potential flow solution
without any flow separations!). Based on the results of the previous section, however, it is
expected that symmetrically placed tip forces may be acting on the tips of the plate and
these will be important in the slender wing application.
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Figure 6.13 Suction force at the two tips of a flat plate in a normal flow (the two opposite forces
cancel each other).
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Consider the flow in the neighborhood of the left tip where f is approximately —c/4. The
complex velocity at the corresponding point on the circle is obtained by a differentiation of
the complex potential (Eq. (6.47)) as

W(f)=—-2i0x (6.50)

The analysis now proceeds in an identical fashion to the analysis in the previous section since
the transformation is the same and the complex velocity in the neighborhood of the tip is

Oxv/c 1

W(Y)= 6.51
") 2 Y+c¢/2 ( )
The tip force is then calculated to be
2
X = _% (6.52)

The force acts to the left and from symmetry a tip force of equal magnitude acts on the right
tip and points to the right (see Fig. 6.13).

6.5.4  Circular Arc Airfoil

The center of the circle is chosen on the imaginary axis in the f plane . = im and
from Eq. (6.27) a = (C/4)sec B and m = a sin 8. This choice results in the circular arc
airfoil shown in Fig. 6.14a with chord ¢ = C. Note that since the circle passes through both
critical points A and D, the corresponding points on the airfoil are sharp. Also, points B [ f =
i(a+m)]and E [f = —i(a — m)] on the circle, at the top and bottom, both transform to
the same point on the airfoil, ¥ = 2im. The schematic streamline pattern for the flow in
both the physical and circle planes is shown in Fig. 6.14b. Note that the forward stagnation
point on the circle occurs when 6 = 7 + 2« + B and therefore the forward stagnation point
on the circular arc can be found from the transformation. The velocity at the trailing edge
is given by Eq. (6.32) as

¢

W(Y = 5) = Qo cos B cos(a + B) e*P (6.53)

The lift coefficient for the circular arc airfoil is given by Eq. (6.29a) as
_ 2msin(a + B)

G
cos B

(6.54)
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Figure 6.14 (a) Circular arc airfoil mapping. (b) Streamlines in the circle and the circular arc airfoil
planes (at an angle of attack).

The zero-lift angle is seen to be equal to — . The maximum camber ratio is defined as the
ratio of the maximum ordinate 2m to the chord ¢ and is % tan 8.

An interesting special case occurs when the circular arc is set at an angle of attack of
zero. From above, it appears that the forward stagnation point is at the leading edge but

since a critical point exists there, U Hospital’s rule must be used again and with f = —c/4
and 6 = 7 + 8, the complex velocity at the leading edge is
c .
W(y - _5) = Qoo cos? Be2F (6.55)

This is equal in magnitude to the velocity at the trailing edge and the flow is seen to be sym-
metric with respect to the z axis. This is an example of a lifting flow with no stagnation points
(see the streamline pattern in Fig. 6.15) and with a flow path of equal length for particles
traveling along the upper and lower surfaces. The pressure coefficient is plotted in Fig. 6.16.

6.5.5  Symmetric Joukowski Airfoil

Let the center of the circle be taken on the real axis

uw=—eC/4, €>0 (6.56)
so that from Eq. (6.27)

=0, a= %(1 +e) (6.56a)
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Figure 6.15 Streamlines for circular arc at zero angle of attack.

The circle is transformed into the airfoil shape shown in Fig. 6.17 (note that € should be
small). The surface of the airfoil is given by (Eq. (6.24))

CZ
16[—€C/4 + (C/4)(1 + €)ei?]

c C :
Y=—€T+Z(1+6)e’0+

C
Z[_E +(1+e€)cosO +i(l+€)sind]

1
X{l " [—€ 4+ (14 €)cosO]? + (1 + €)?sin’ 0 } (6.57)

Note that Y(—6) = Y and therefore the resulting airfoil is symmetric. The chord length ¢
is given by

(o 1
=Y6O=0 YO = =—1{14+2e)|14+ —— 2
c=Y(O=0+Y0 =) 4{( + e)[ +(1+26)2}+ }
Clyigey ! (6.58)
= — e+ —— .
4 (1+ 2¢)
Upper surface C,
—1F ~1.0
- AN LR
4y
C —
"o 00 ¢
Lower surface C,
+1 L
-2 0 +2

4x
c

Figure 6.16 Pressure coefficient for circular arc at zero angle of attack.
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Figure 6.17 Symmetric Joukowski airfoil mapping.

For small €, the chord length is approximated by

C
c%Z{3+26+1—2€+4€2+~-~}=C{1+4€2+~-~} (6.59)
We can therefore take ¢ = C. The velocity at the cusped trailing edge is given by Eq. (6.32) as
WY = c/2) = 2008 (6.60)
1+¢€
and the lift coefficient is (when C is the chord) given by Eq. (6.29a) as
C=2n(1+4+¢€)sina (6.61)

The thickness ratio is approximately equal to 1.299¢.

6.6 Airfoil with Finite Trailing-Edge Angle

The Joukowski airfoils have cusped trailing edges as has been seen for the flat plate,
circular arc, and symmetric examples. The cusped trailing edge presents some numerical
difficulties for panel method solutions since in the neighborhood of the trailing edge the
airfoil’s upper and lower surfaces coincide. Therefore, for the purpose of providing exact
solutions to test the results of the panel methods to be presented later, a mapping is introduced
here that takes a symmetrical airfoil with a finite trailing-edge angle in the Y plane to a circle
in the f plane. The transformation, which appeared in van de Vooren and de Jong,®? is

(f —a)
= ——+/ 6.62
7 —aer 1 (62
The center of the circle is at the origin of coordinates in the f plane and the radius is a (see
Fig. 6.18). Here € is a thickness parameter, and k controls the trailing-edge angle while £
determines the chord length.

xy

Figure 6.18 Mapping for airfoil with finite trailing-edge angle.
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van de Vooren Airfoil
(15 per cent thick)
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Figure 6.19 Finite trailing-edge angle airfoil with 15% thickness (x, z coordinates are normalized
by airfoil semichord /).
For the circle f = ae'® the transformation becomes

_ [a(cos® — 1) +ia sin61¢
" [a(cosf — €) +iasinf]k—1

+¢ (6.63)

Note that 8 = 0 corresponds to Y = ¢, the trailing edge. For 6 = 7, the leading edge is
given by

—a2*
= R +4 (6.64)
For the chord length to be ¢ = 2¢, we set Y = —£ above to get
a=2(1+e)f127* (6.65)
It can be shown that the trailing-edge angle (Fig. 6.18) is given by
t=n(2—k) (6.66)

The airfoil with 15% thickness is shown in Fig. 6.19.

In Section 6.5 and this section mappings are presented that transform specific airfoil
shapes into circles so that exact solutions to the incompressible potential flow problem are
obtained. Theodorsen and Garrick®? developed a numerical conformal mapping procedure
to obtain solutions for arbitrary airfoil shapes and this procedure later became an integral
part of more recent techniques. A review of modern methods for numerical conformal
mapping can be found in Henrici.5

6.7 Summary of Pressure Distributions for Exact Airfoil Solutions

The exact solutions obtained in this chapter are very useful for the validation of
various numerical methods. Therefore, the methods of calculation of the accurate analytical
pressure distribution for several airfoil shapes are briefly summarized in this section.

a. Circular Arc Thin Airfoil
For an airfoil of chord ¢ and camber ratio 2m/c = (1/2)tan 8 the radius of the
circle in the f plane is a (Fig. 6.14a), where

2
a=,/m>+ < (6.67a)
16
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and
m =asinf (6.67b)

The x, z coordinates of the circular arc airfoil are then obtained from Eqs. (6.24) and (6.30)
(where u = im):

2
X =acos€|:1 + - ¢ - — i| (6.68a)
16a%(1 + 2sinf sin B + sin” B)

2

C
= a(sinf + sin 1— 6.68b
z=a( ’3)[ 16a%(1 + 2 sin @ sin B + sin’ ,3)} (6.680)

The velocity distribution is then calculated from Egs. (6.30), (6.31), and (6.31a):

u=20[sin(e + B) — sin(e — 6)]

a*sin0(A% + B?) + a*(c?/16)(B cosf — Asinh)
X (6.69a)
(@2A — c2/16)? + a*B?
w = —20[sin(e 4+ B) — sin(o — 6)]
8 a*cos6(A? + B?) — a*(c*/16)(B sin@ + A cosH) (6.695)
(a2A — c2/16)* + a*B?
where
A = cos’> 6 —sin’6 — sin®> B — 2sin Bsiné
B =2cos0sinf + 2sin B cos 6
The pressure coefficient is then obtained directly from Bernoulli’s equation as
2 2
c,=1- " (6.70)
0%

Note that for 8 = 0 the equations for the velocity components reduce to the flat plate case,
which is presented in Eq. (6.35).

b. Symmetric Joukowski Airfoil
For an airfoil of chord ¢ and thickness parameter € the radius of the circle in the f
plane is a (Fig. 6.17), where
e

a=,(+¢€ (6.56a)

where the airfoil chord ¢ is

¢ 342+ ! (6.58)
=— €+ ——— .
‘T3 I+ 26
The x, z coordinates of the airfoil are given in Eq. (6.57) as
eC Cc?/16
= 0——) |1 6.71
* <acos 4 )[ +(acos6—eC/4)2+a2c05291| (6.714)
C?/16
z=asinf |:l - / — i| (6.71b)
(acost — eC/4)? + a?sin“ 0
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The velocity distribution is obtained from Egs. (6.30), (6.31), and (6.31a) (where u =
—eC/4):

u=20x[sina — sin(e — 6)]
8 |:(A2 — C?/16)(Asinf — Bcos6) 4+ B(Acosf + Bsin6)
(A—C?/16) + B?
w = —2Q0[sina — sin(o — 6)]
8 |:(A2 — C?/16)(Acosf + Bsinf) — B(Asinf — B cos6)
(A—C?/16) + B2

} (6.72a)

} (6.72b)

where
A= <a cosf — %)2 —a*sin® @
B =2a sin@(a cosf — %)
and the pressure coefficient is calculated by using Eq. (6.70)

c. The van de Vooren Airfoil
The parameters for this airfoil are shown in Fig. 6.18 where the chord length is 2¢
and is given from Eq. (6.65) as

a2k

W= —
(14 ey—1

(6.73)

Here € is the thickness parameter, k is the trailing-edge angle parameter (see Eq. (6.66))
and a is the radius of the circle in the f plane.
The x, z coordinates of the Van de Vooren airfoil are then given in Eq. (6.63) as

k

-
x = —rkl_l [cos k6; cos (k — 1)0 + sink6; sin (k — 1)65] (6.74a)
2
k
r . .
7= —rkl_l [sinkB; cos (k — 1)6, — cos k6 sin (k — 1)6;] (6.74b)
2

where

= \/(acosé —a)? +a%sin® 6

= \/(a cosf — ea)? + a?sin’ 0

o asin®
p=tan ———+ 7
acosf —a

_ 1 asind
O =tan —— +mw
acosf —ea

Here n| depends on the quadrant where 6, is being evaluated. (It has a value of 0 in the first
quadrant, 1 in the second and third quadrants, and 2 in the fourth quadrant.)
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The velocity distribution is then given from the solution in the circle plane plus the
transformation (Eq. (6.62)) as

r§ sina — sin(a — )

u=>2 —
Qoor{“l D12+D§

(D sinf + D, cos ) (6.75a)

¥ sina — sin(a — 0)
w=—20c0—> D cos® — D, siné 6.75b
QOCr{{,I D]Z +D% ( 1 2 ) ( )

where

A = cos (k — 1)0) cos kb, + sin (k — 1)6, sink6,
B =sin(k — 1)8) cos k6, — cos (k — 1)6, sin k6,
Do =a(l —k + ke)

Dy = A(acos® — Dy) — Basin®

D, = A(asin®) + B(acos® — Dy)

The pressure distribution is again calculated by using Eq. (6.70).

6.8 Method of Images

Since the solution for the flow past bodies of aerodynamic interest can be repre-
sented by suitable distributions of singular solutions to Laplace’s equation, it is important to
study the representation of these singular solutions in the presence of additional boundaries,
mainly straight ones, to be able to deal with ground planes and wind-tunnel walls, etc.

As an example, consider a two-dimensional source of strength o located a distance 4
from a plane wall as shown in Fig. 6.20. Introduce a Cartesian coordinate system whose
origin is at the source and whose x axis is parallel to the wall. In the absence of the wall,
the velocity potential of the source is

&= zi Inv/x2 + 22 (6.76)
T

Since we would expect that the only singularity in the flowfield is due to the source, we
look for a solution of the form

&= zi Invx2+ 22 + @, (6.77)
T

Figure 6.20 Image of source in plane wall.



142 6 / Exact Solutions with Complex Variables
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Figure 6.21 Image of vortex and doublet in plane wall.

where @; satisfies Laplace’s equation, has no singularities for z > —#h, decays at infinity,
and exactly cancels the normal component of velocity at the wall due to the source so that
the wall boundary condition is satisfied. The boundary condition on ®; is therefore
ad oh 1
L, -y = ——— (6.78)
0z
From symmetry considerations, an “image” source at (0, —24) is investigated as a
possible solution. Its velocity potential is

o
®; = — Iny/x2 + (z + 2h)? (6.79)
2
and substitution into the boundary condition at the wall shows that it is satisfied. Similar
image solutions for a doublet and a vortex are shown in Fig. 6.21. The complex potentials
for the original singularities plus their images are

Source:
o o
FY)=—1InY + — In(Y +2ih) (6.80)
2 2
Doublet:
H io H 1 i2r—a)
FY)=—¢€%— ——— 6.81
W) =57 ~ 2w +2n (6.81)
Vortex:
i i .
F(Y)=—InY — —1In(Y + 2ih) (6.82)
21 21

Next consider a source placed midway between two parallel walls set a distance & apart.
An image source at (0, &) will satisfy the boundary condition on the upper wall but now
both the original source and this image source must be canceled at the lower wall to satisfy
the boundary condition there. Images at (0, —4) and (0, —2h) will take care of the lower
wall but now two more images are needed for the upper wall and the process will continue
until the complete image system plus the original source consists of an infinite stack of
sources a distance 4 apart as shown in Fig. 6.22. The complex potential for this source stack
is

F(Y)= %[my +1In(Y — ih) + In(Y + ih) + In(Y — 2ih) + In(Y + 2ih) + - -]
(6.83)
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Figure 6.22 Image of source midway between parallel walls.
Each pair of images can be combined as
Y2
In(Y — inh) + In(Y + inh) = Inn*h* + ln(l + 2—hz>
n

and if the constant terms are neglected, the complex potential becomes

o0 2
F(Y)= —ln[ ]_[<1+ th)} (6.84)

n=1
The use of the following identity from Gradshteyn and Ryzhik (Ref. 5.7, p. 37),
A2
sinhA = A ﬂ (1 + 2 2) (6.85)
leads to the closed-form solution for the complex potential as
Y
F(Y)= —ln[ sinh ”T} (6.86)

For a clockwise vortex of circulation I between parallel walls, an application of the
iterative image procedure previously used for the source leads to the solution shown in
Fig. 6.23, which consists of a stack of clockwise vortices at ¥ = 0, £2hi, £4hi, ... and

a stack of counterclockwise vortices at £hi, +3hi, £5hi, .. .. From before, the complex
potential for the clockwise stack is
r Y
F(Y) = — In| sinh — (6.87)
2w 2h
The use of another identity from Gradshteyn and Ryzhik>’ (p. 37),
4A%
hA = 14+ ——— 6.88
cos H ( MTE 1)2;12) (6.88)

results in the following complex potential for the vortex between walls:

'1" Y Y i’ Y
F(Y)= In( sinh— ) —In{ cosh— ) [ = — In{ tanh — (6.89)
25 2h 2h 27 2h
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Figure 6.23 Image of clockwise vortex midway between parallel walls.

We have considered images of the singular solutions in a plane wall (for ground-effect
applications) and between parallel walls (for wind-tunnel applications). Another possible
application is the interaction of an airfoil with its wake or the wake of another airfoil (for
unsteady motion) and since we have shown that an airfoil geometry can be transformed
through conformal mapping into a circle, the image system for a singular solution in the
presence of a circle will be studied.

The circle theorem due to Milne-Thomson®? states that if the complex potential F;(Y)
represents a flow without singularities for |Y| < a, then

2
F(Y)= F(Y)+ B, (%) (6.90)

represents the same flow at infinity with a circular cylinder of radius a at the origin. The
function F;(Y) is defined in the following way: “If F|(x) is a function that takes complex
values for real values of x, then F;(x) is the function that takes the corresponding conjugate
complex values for the same real values of x, and F(Y)is obtained by writing Y instead of x.”

Consider the simple example where F;(Y) = UY, a uniform stream in the x direction.
F(Y) is seen to be also UY and therefore the flow of the uniform stream with a circle at
the origin is given as

2

F(Y) = U1/+Ua7 (6.91)
which is simply the stream plus doublet solution previously derived. Now let
F(Y) = 2 In(Y - Y) (6.92)
2

which is the complex potential for a source of strength o at Y = Y. Fi(Y) is
o

2
and the complex potential for a source outside a circular cylinder becomes (Eq. (6.90))

Fi(Y) = —In(Y — Yg) (6.93)

o

F(Y)= 7 [ln(Y - Yo+ 1n(a—Y2 - Yoﬂ (6.94)
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The following manipulation will put the above result in the form of a recognizable image
system:

r 2
F(Y) = % In(Y — Yo) + 1n(a7 - 1?0)]

O gy — vp) 41 Yo si(y - & (—1)
= —|In(Y — n— +In(Y - =— (-
27'[_ 0 Y Yy

of a?
= 2y —Y)—InY + ln(Y - —)} (6.95)
2 L Y()

where the constant terms have been neglected. It can be seen that the solution consists of
the original source, an image source of the same strength at the image point, and a sink of
the same strength at the origin. These three singularities line up along the same radial line
from the origin as can be seen by writing the location of the image point as

a? ay, a?
= = = - _2 Y 0
Yo YoYo 1Yol
For a clockwise vortex of circulation I' at ¥ = Y, outside a circle, the image system
consists of a counterclockwise image at the same image point as for the source and a
clockwise vortex at the origin. Both of these image systems are illustrated in Fig. 6.24.
As a final example, take
io

Fi(Y)=——_°

(6.96)

27TY—Y0

P

=Y

a?/Y,

zA
Yo

4R\

=Y

a?/¥,

Figure 6.24 Image of source and vortex outside a circle.
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which is the complex potential for a doublet of strength v at ¥ = Y, whose axis is at an
angle « to the x direction. With the use of the result that

A_A
B B
then
Fuyy= -2 ¢ (6.97)
2r Y —Y,
and the complex potential for the doublet outside of a circle becomes
F(Y)z_%[ye—YOJrﬂ/ey—Yo] ©%9

The following manipulation will put the result in the form of a recognizable image

system:
—u[ € wf =YY
Fry= K¢ +e—m<#>]

2t Y - Y, Y —a?/¥,

—ul e . -Y a?/Yo—a*/Y
_ K +e‘“"<_ _ +_/o /_o)
27 LY — Yo Yo(Y —a?/Yg) YooY —a?/¥y)

_M— eiot e (12 1
2r LY =Y yé (Y —a2/Yy)

i 2
_-u el N a __pilm—at2argYy) (6.98a)
2 LY — Yo |Y]A(Y —a?/Yy)

where the constant term has been neglected. The image of the doublet in a circle is therefore
seen to be another doublet inside the circle at the image point previously derived for the
source but with a reduced strength

pa
|Yo|?

For the special case of a doublet pointing outward along the radial line from the origin,
arg Yy = o, and the complex potential becomes

_ i 2 i(m+a)
F(Y)=—”[ SR } (6.99)
2 Y—Y() |YO|Y—(12/Y()

This doublet plus its image are shown in Fig. 6.25.

6.9 Generalized Kutta—Joukowski Theorem

For the study of interaction problems involving the flow past an airfoil in the
presence of additional boundaries (ground effect, wind-tunnel walls, etc.) or additional
airfoils (tandem, biplane, etc.), the airfoil is not in an unbounded fluid. The Kutta—Joukowski
theorem (Eq. (6.21a)) therefore does not apply. In this section we will develop a generalized
version of this theorem.
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Figure 6.25 Image of radial doublet outside a circle.

For simplicity, let us model the airfoil as a single vortex of circulation I' (lumped-vortex
element). For interaction problems, the airfoil vortex will be in the presence of an image
vortex of circulation I';. Let us place the airfoil vortex at the origin of a Cartesian coordinate
system and the image vortex at Yy = a + ib. Consider the flow of a uniform stream of speed
O~ in the x direction past the airfoil. The complex potential for the stream and the two
vortices is
ir
2

Let the curve C surround the airfoil vortex and the curve C; surround the image vortex
(see Fig. 6.26). The curve Co,, where ¥ — o0, surrounds C and C;. Now, the Blasius
formula (Eq. (6.19)) provides the force on the airfoil

T
F=0.Y + 1nY+’2—’1n(Y—YO) (6.100)
T

X—iZ= f/ W2 dy (6.101)
2 Je

where the complex velocity W is given by
ir iy

W= 0 6.102
Qo+ 50y 27(Y — Yo) ( )
With the use of Eq. (6.7),
W2dy = / W2dy+ | w?dy (6.103a)
Coo C Cy

Figure 6.26 Nomenclature for the force on an airfoil in the presence of an additional vortex.
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and therefore

szde w2dy — | w*dy (6.103b)
C Coo Cy

Let us first evaluate the integral on Co.. For Y — o0,

1 1 1 1+Y°+Y°2+
Y-Y, v(1-1) v Yy ' y?

and
i (T+T))
W = R L It A T
Qoo+2n Y +

and therefore

[ r+r
w2 = g 4 1@ 7; Do (6.104)
With the use of the residue theorem (Eq. (6.11)), we get
% W2dY = —ipQu(T +T) (6.105)
Coo

Now consider the integral on C;. The complex velocity (Eq. (6.102)) is written as

Iy

i
W=f¥Y)+— 6.106
N+ 5o (6.106a)
where f(Y)is
f¥)= 0+ al (6.106b)
% 2ny '
Squaring the velocity yields
iUy f r?
W2 =24 — = ! 6.107
f + JT(Y — Y()) 47T2(Y — Y0)2 ( )
With the use of the residue theorem we get
ip 2 .
— W=dY = —ipl; f(Yy) (6.108)
2 Je,
and with the use of Eq. (6.1065) this becomes
ip 5 , ir
— W=dY = —ipl’ 00 6.109
a o0t 5 ) (6.109)

If we use Egs. (6.101), (6.103b), (6.105), and (6.109) and some manipulation the complex
force is obtained as

il
X —iZ=—i fiT—- —— 6.110
12 =0 ( ZnYoQoo) (6.119)

The airfoil lift is therefore

il
Z= MReal(1— ———— 6.111
pO~r Real(1 - o) ©.111)
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To get an interpretation of this result, consider the complex velocity of the image vortex
evaluated at the location of the airfoil vortex (¥ = 0):
2
W=__1 (6.112)
2w YO

The real part (see Eq. (6.111)) of this velocity is its component in the direction of the
uniform stream. We can therefore write the generalized Kutta—Joukowski theorem as

L:meF<1+%) (6.113)

where q; is the velocity of the image vortex evaluated at the location of the airfoil vortex.
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Problems

6.1. Consider the flow due to a doublet of strength p at (a, 0) whose axis is in the x
direction and an equal doublet at (—a, 0) whose axis lies in the opposite direction.
Find the complex potential for the limiting case a — 0, ua — M. Sketch some
streamlines.

6.2. Consider the flow of a uniform stream of speed Q. in the x direction past two
sources of strength o at (0, a) and (0, —a). (a) Find the stagnation point(s) and
discuss the significance of o /27w Qs.a (b) Sketch some streamlines (including
the stagnation streamline) for the cases: a — 0, a — 00, 0/27 Qa < 1, and
0/2m Qsoa > 1.

6.3. Consider the flow of a uniform stream of speed O at an angle of attack o past

an ellipse of semi-axes a and b

(a) Show that the transformation

a’? — b?
Y=f+ 47
maps the ellipse into a circle of radius (a + b)/2 in the f plane.

(b) Sketch the streamlines of the flow. What are the values of 6 for the stagnation
points in the circle plane? Use these values plus the results in (a) to find the
stagnation points on the ellipse.

(c) Plot the pressure distribution on the ellipse fora = 1, b = .25, and @ = 30°.

6.4. Consider the flow around a flat plate lying along the x axis from —c/2 < x <
¢/2 due to the presence of a clockwise vortex of circulation I" one chord length
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6.5.

6.6.

downstream of the trailing edge. Find the complex potential and sketch some
streamlines.

Consider the flow due to a source of strength o between two parallel walls a
distance & apart. The source is situated a distance ah from the bottom wall. Find
the complex potential.

Consider the flow of a uniform stream of speed Q. past a circular cylinder of
radius a in the presence of a ground plane located a distance & from the center of
the circle. For a/h < 1, use the method of images to find the complex potential
(find the first few terms in the solution).



CHAPTER 7

Perturbation Methods

For the small-disturbance solution techniques that are treated in this book,
approximations to the exact mathematical problem formulation are made to facilitate the
determination of a solution. Since for incompressible and irrotational flow the governing
partial differential equation is linear, the approximations are made to the body boundary
condition. For example, for the three-dimensional wing in Chapter 4, only terms linear in
thickness, camber, and angle of attack are kept and the boundary condition is transferred to
the x—y plane. The solution technique is therefore a “first-order” thin wing theory.

The small-disturbance methods developed here can be thought of as providing the first
term in a perturbation series expansion of the solution to the exact mathematical problem
and terms that were neglected in determining the first term will come into play in the solution
for the following terms. In this book we will follow the lead of Van Dyke> and use the
thin-airfoil problem as the vehicle for the presentation of the ideas and some of the details of
perturbation methods and their applicability to acrodynamics. First, the thin-airfoil solution
will be introduced as the first term in a small-disturbance expansion and the mathematical
problem for the next term will be derived. An example of a second-order solution will be
presented and the failure of the expansion in the leading-edge region will be noted. A local
solution applicable in the leading-edge region will be obtained and the method of matched
asymptotic expansions will be used to provide a solution valid for the complete airfoil.
Finally, the thin airfoil between wind-tunnel walls will be studied to illustrate an expansion
within an expansion.

71 Thin-Airfoil Problem

Consider the two-dimensional airfoil problem as a special case of the three-
dimensional wing problem of Chapter 4. The dependent variables are now functions of
x and z and both the upper and lower airfoil surfaces are given by

—c
fx,2)=z—n(x)=0, 5 Sx= (7.1)
Note that the origin is at midchord and that the airfoil chord is ¢ (Fig. 7.1). This choice of
the origin is made for convenience in the evaluation of the Cauchy principal value integrals
that will appear in the example problems.

The perturbation velocity potential @ is defined in Section 4.2 by

N o

O* = D+ Dy, (7.2)
where

Dy = UsoXx + Wooz = xQoocOstx + 2Q o Sin (7.3)
The exact airfoil boundary condition is the two-dimensional version of Eq. (4.12):

—j—g(%—i—chosa)—}-%-l-Qwsina:O on z=7g (7.4)
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zA

Figure 7.1 Coordinate system for airfoil problem.

with Uy = Qo cosa and Wy, = Qo sinw. The small-disturbance approximations and
limitations on the geometry introduced in Chapter 4 apply and it is assumed that the order
of magnitude of the airfoil thickness ratio, camber ratio, and angle of attack can all be
represented by the small parameter €.

Let us consider the following expansion for the perturbation velocity potential:

P=0, + P +P3+--- (7.5)
where

®; = 0(€"), i=1,2,3,... (7.6)
and the order symbol O(¢) is defined by

g(e) = O(e) as € —>0 if Ilim @ < o0 7.7

e—0 €

In this chapter we will carry the analysis through to second order to illustrate the method.
Terms to O(e?) will be kept and therefore the components of the free-stream flow are written
as

2
Ux = Qoo cOsa = Qoo|:1 - % + O(a“)} (7.8a)
W = Qoo sina = Qoo + O(a?)] (7.8b)

The boundary condition will be transferred to the chord line as in Eq. (4.16) and the complete
boundary condition with the above substitutions becomes

d Lo 0P
I 0 + S, 04) | + Qoo + L (x, 01)
dx ox 0z
92d, 9D,
+ 7 (x,04) + —(x,04) =0 (7.9)
072 0z

For this equation to be valid for all values of the perturbation parameter €, the terms of the
same order (¢, €2) must individually be zero. To show this, divide the equation by € and take
the limit as € goes to zero. Then all of the terms of O(€) must be zero. Now, subtract these
terms from the original equation and repeat the process. This shows that all of the terms of
O(€?) must be zero.
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The boundary conditions for the first- and second-order problems then become

0P d
0@ 2, 08) = 0n 5 — Qe (7.10)
0z dx
0P dn od 32D
0 2, 04) = 12200 04) — nZ—L(x, 04) (7.11)
0z dx 0x 972
If Laplace’s equation for @, is used in the second-order condition, it becomes
0P d 0P
T2, 04) = — [ p—L(x, 04) (7.12)
0z dx 0x

At this point it is noted that the first-order boundary condition is the one that was used in
the thin-airfoil treatment in Chapter 5. Now let us separate the problems at each order into
a nonlifting (symmetric or thickness) problem and a lifting (camber and angle of attack)
problem and introduce the camber and thickness functions

n=n.tn (7.13a)
D =P, + D7 (7.13b)
Dy = Oy + Doy (7.13¢)

Note that the lifting potentials (®,, ®,; ) are antisymmetric in z and the nonlifting potentials

(@7, ®yr) are symmetric in z. Consequently, the z component of velocity w is continuous

across the chord for the lifting problems and discontinuous for the nonlifting problems.
With the above definitions, Egs. (7.10)—(7.12) become

IO d
L (x,04) = Qoo o — Quar (7.14q)
a9z dx
I d
T (x, 04) = £00 1 (7.14b)
0z dx
dd d[ 9® dD
2 (6, 04) = —— [ e ——(x, 0) + 1, ———(x, 0+)
9z dx ax 9x (7.15)
dD d[ ad I
T (6, 04) = £ — | —L(x, 0) 4 ne—L (x, 04) (7.16)
0z dx 0x 0x

The complete mathematical problems that accompany the above boundary conditions
(Egs. (7.14a,b), (7.15), and (7.16)) include Laplace’s equation for each velocity potential
and a velocity field that decays to zero at infinity. A Kutta condition must be applied in the
lifting problems and the nonlifting problems have zero circulation.

The solutions to the above mathematical problems can be obtained with the use of the
theory of singular integral equations (see Newman,’-! Section 5.7). The first-order tangential
velocity component is

D <2 q d
IT(x,O:I:) - &/ ane o) *o
X T Joep dx X — X

uir = (717)

for the thickness problem and

0P 1
Ly, 04) = 22

dx T /)4 — x?

/(‘/2 [(dne/dx)(x0) — o]/ /4 — x5 r
x (7.18)

uip =

d —
c/2 X — Xp x0+2
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for the lifting problem. A source distribution for @7 also leads to Eq. (7.17) (see Eq. (5.15)).
A vortex distribution solution for @, leads to an integral equation for y (Eq. (5.39)) and
the solution to this integral equation is given in Eq. (7.18) where y = 2u;,.

The nonunique solution (of Eq. (5.39)) with arbitrary circulation is given because for
another application the solution with zero circulation will be needed. If the Kutta condition
is applied, then u;; (c/2) = 0, and using Eq. (7.18) we get

c/2 2/4 — 2
r= —2/ [dnc'(xo)—a}imd

c/2 — xo

c/2 d . 2
— _2/ [ n (x0) — i| de()
—c/2 C/2 — Xo

Substitution of this value of the circulation into Eq. (7.18) yields

Q /c/Z d’?c( - 2 5 1 1 J
— — X
“L = /62/4—)(?2 )2 o) e 4 o x—xp c¢/2—Xxg 0

<2rd . 2 2
Qoo / [ e (x) — } [ 2 c/2—x dxo
\/62/4 x2J ep % (x — x0)(c/2 — x0)
c/2—x (*[dn. c/2+xy dxg
(x0) —a| [ —>——
c/2+x J_¢p | dx c/2 —xox — X
and finally the lifting solution becomes

_ c/2 —x c/2—|—x0 afr]C dxg
L_Qoovm{ /;c/Z \ ¢/2—xo dx —xo} (7.19)

The x component of velocity on the airfoil surface is then given by u = Qo + u1r T u1L
and the z component is obtained from the boundary conditions (Eq. (7.14a,b)).

Xo

7.2 Second-Order Solution

Consider the second-order solution. Define fictitious thickness and camber func-
tions as

uir ur
S 7.20a
Ne2 Ne—— Q Qoo ( )
u
N = Q L. Q‘; (7.20b)

This puts the second-order problem in the same form as the first-order one at zero angle
of attack (see boundary conditions in Egs. (7.14)—(7.16)) and the solution can be written
as

T X — X0

2 — 2 dane d
uoy = c/2—x / ¢/2 4 xpdn 2 (x0) Xo (7.22)
c/2+x c/2 —xg dx X — X

c/2 d d
gy = 220 / 2 ) (7.21)
c/2 axX
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The x component of velocity on the airfoil surface is then given as

Qoo052
u= QOO_T+MIT+MZT:|:MIL:|:M2L (7.23)

and the z component is obtained from the boundary conditions (Egs. (7.15) and (7.16)).
The surface speed on the airfoil is the magnitude of the velocity and to obtain its value
at any order the velocity components at that order are substituted into

qg= /u2 + w2
the expansion for the square root

x2

(1+x)1/2=1+§—§+... for x < 1 (7.24)

is used, the results are evaluated in terms of values on the chordline, and only terms up to
the desired order are kept. The expressions for the surface speed correct to first and second
order are derived as follows. On the surface, to second order,

2 2 2
2 2 2 o 00, 9D, 0P, 0P,
= =[Qul|l-=)+—+——| +|Qu0t + — +—
¢ =wtw [Q ( 2) ox " ox Qo+ 57+,
If the results are evaluated at z = 0 and terms up to second order are kept, we get

d 09,

@ = 0% +20c0(uir £urp +usr usp) + 2Qoo7’l£¥

5 I, I, :
+@r £uL) +2000——(x,0%) + [ —(x,0%)
0z 0z
Note that (32®; /dx3z)(x, 0+) = (8/3x)(dD,/dz)(x, 0+) = Qoo%(n’ —a)=Qn".Then,
@

2 (urr £ uy)?
o =14 g(ulTﬂ:ulL-i-MZTiuZL)"i_T

+2a(n’ — @)+ 200" + (' — a)

2 uir £upp)? ,
= 1+—(ulT:l:M]L‘f‘uzTiMZL)‘f‘M—(12+(77)2+2T)77//

Ooo 0%

With the use of Eq. (7.24) we get

qZ 1 2
=14+ -] — + + +
0 2 |:Q (uir Tuip +urr £usp)

(l"lT:tMlL)2 2 N2 " 1 4 2
T—a +(7]) +2777’] _gQ—go(ulT:tulL)
Therefore,
q1 uir uiL
=14 —4+—= (7.25a)
O Ox O
2
q2 uyr | wip | uar | UpL " " 1, N
=1ttt =t =+ ) £ 1)+ S E£0) -
0o O Ox  Ox O ’ 2 )

(7.25b)
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The surface pressure coefficient (correct to second order) is obtained from Bernoulli’s
equation as follows:

Q2

Qz

Compare the expression for g3/ Q2 above to the expression for g2/ Qo in Eq. (7.25b) to
observe that

2 :l: 2
4 1+2< 1>+(M1T uiL)
O

C,=1-

02 0?2
and therefore
2
C, = 2( 1) - (”l + ﬂ) (7.26)
Oco O Oo
The airfoil lift coefficient can then be determined from
1 c/2
C =~ / [C,p(x,0—) — Cp(x, 0+)] dx (7.27)
CJcn

and with the use of Egs. (7.25b) and (7.26) is

4 (P uy | wrung | uag
Cl:_/ {—+ +—+nn!+ncn”+nén/}dx (7.28)
0 T 0% T 0w Co

To illustrate the results of second-order thin-airfoil theory, consider a symmetric airfoil
at angle of attack and the surface speed is to be calculated. The following thickness function
represents a symmetric Joukowski airfoil to second order in thickness ratio (see Van Dyke, >
p. 54):

cTy 4x 2x
w=T1- 2% (1- %) (729

where 7, = 47/3+/3 and 7 is the thickness ratio. To evaluate the Cauchy principal value
integrals appearing in the equations for the x component of velocity at various orders, it
will be advantageous to use Appendix A, which is reproduced from Ref. 7.2. Therefore,
lengths must be scaled by half the chord length to obtain the limits of integration from —1 to
+1. Introduce the nondimensional coordinate X = x/(c/2). The nondimensional thickness
function for the Joukowski airfoil becomes

i = 7 =n(1-xV1-x (7.30)

The nondimensional versions of Egs. (7.17) and (7.19) for this symmetric airfoil become

1 dij dx

ar —f 0 (R =% (7.31a)
O dx X — Xo

T—=
M _ g =X (7.31)
O 1+Xx

The slope of the nondimensional thickness function is

dn

L =1 =x)""(=1-x 425 (7.32)
dx
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and the first-order x component of velocity becomes

U b —2f) tay
tt— T — 22X o
O : 1+ x

The nondimensional thickness and camber functions at second order (Egs. (7.20a,b))
are then

(7.33)

fin = 12/ 1 — 22(1 — 3% + 252) (7.34a)
M2 = Tiae(1 — %) (7.34b)

and their nondimensional derivatives are

dip . 37712 — _2 _3
dn.

12 _ ora(l - §) (7.35b)
dx

The second-order result for the x component of velocity is obtained from the nondimensional
version of Egs. (7.21), (7.22), and (7.23) and is

Lg% (1—28) 4oy =F 622 |12 2oran
—_— = _ - T —ZX o — 0T X/ —— T X
O y 0 T+x a%WigzTom

The second-order result for the surface speed from Eq. (7.25b) is obtained with some
manipulation as

=1

1 —
1+x
(7.36)

q2 _ 1—Xx

—— =1+4+7(l-2%=+

O 71( X))+« T3
1 ,1—% . _f1—x a2
—ErEH—X(1+2x)2:F2rlax i (7.37)

The first- and second-order surface speeds for a 10% thick Joukowski airfoil are shown in
Fig. 7.2 and compared to the exact result from Chapter 6 for the case with zero angle of
attack. It is noted that the first-order solution is not singular at the leading edge but that the
leading-edge stagnation point and the acceleration region following it are not predicted by
the theory. This is not surprising since the approximations of the theory are invalid in the
neighborhood of a stagnation point and round edge. The deceleration region over the rear
of the airfoil appears to be predicted well by the theory. The second-order surface speed
improves the comparison with the exact results over most of the foil (including the maximum
speed) but is now singular at the leading edge. If we were to continue to higher order, the
solution would become more and more singular at the leading edge as the thin-airfoil theory
is not able to predict the correct behavior in this region.

7.3 Leading-Edge Solution

Van Dyke®? (pp. 50-52) shows that the perturbation expansion for the thin airfoil
breaks down in the neighborhood of the round leading edge in a region whose extent is
measured by the leading-edge or nose radius of the airfoil r (r is the radius of curvature
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A Second-order outer
— — — First-order outer
Exact

9
0.
1.0
10 % thick, symmetric
Joukowski airfoil
\
0.9 | | ]
-0.5 -0.25 0.25 0.5

Slx 9

Figure 7.2 Surface speed results for 10% thick symmetric Joukowski airfoil.

at the leading edge). Also, r is O(e?). To illustrate the correct local solution in the neigh-
borhood of the leading edge, let us consider a symmetric airfoil at zero angle of attack.
Introduce the coordinate s = x 4 ¢/2, which is measured from the leading edge (Fig. 7.3).
Many symmetric low-speed airfoil sections are analytic in the leading-edge region and their
surfaces can be described by

z=4Tos? £ T3+ - .. (7.38)

where Ty, T}, . .. are constants. For small values of s (or for s = O(e?)), the surface is given
by the first term

7=4,/T}s (7.39)

which is seen to be identical to the equation of a semi-infinite parabola, which can also be
given by

7 =+\2rs (7.40)

The local solution then is the symmetric flow past this parabola whose geometry is shown
in Fig. 7.3 and since this solution is not valid in the far field, let us for the moment denote
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zA

H"

Figure 7.3 Symmetric flow past semi-infinite parabola.

the stream speed as V. The method of conformal mapping will be used to obtain the surface
speed on the parabola. Consider the mapping

Y =—f2=n"—§ -2igy (7.41)

where Y = x + izand f = & + in. Then it can be seen that the curve & = &, in the f plane
maps into the parabola

z=+,/4&3(x + &) (7.42)

in the Y plane and the corresponding flowfields in the two planes are shown in Fig. 7.4.
The flow in the f plane is seen to be stagnation point flow against the wall £ = &) and
its complex potential is

F=-V(f—&) (7.43)

The constant V has been chosen to provide the correct far field solution in the parabola
or physical plane. On the surface we have f =in, & = &;, and the complex velocity be-
comes

dF/df _ =2V(f —&) _ Vi
T T =2f G+in

W)= (7.44)

Y plane

283 W
v
&w

fplane

= "
\
mv

Faad
I

o
Figure 7.4 Mapping from parabola flowfield to stagnation flowfield.
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Now, n =[x + $§]% and if we introduce s = x + &2, the surface speed on the parabola is

q _ N
V= e o (7.45)

Since the nose radius of the parabola is r = 2£2 (Eq. (7.42) yields z = :I:[4§02s]%), the
desired local surface speed for the airfoil becomes

9 _ |_ S 7.46
v s+r/2 (7.46)

The corresponding local solution for the airfoil problem with camber and angle of attack is
given in Van Dyke.”-? We therefore have available two incomplete solutions to the problem
we set out to solve at the beginning of the chapter. The thin-airfoil solution has been obtained
correct to second order but it is not correct in the neighborhood of the leading edge. The
local solution is exact in the neighborhood of the leading edge but does not describe the
flow in the far field and it also contains an undetermined constant.

7.4 Matched Asymptotic Expansions

We will use the method of matched asymptotic expansions to obtain a solution
that is uniformly valid over the airfoil surface. Our results will be presented essentially in
outline form and further details are available in Van Dyke.>* The success of the method
is predicated on the observation that the two solutions complement each other and it is
expected that in the limits of their applicability they approach each other (the limit of the
thin-airfoil solution as the leading edge is approached should somehow be equivalent to
the limit of the local solution as the distance from the leading edge is increased). The local
solution is called the inner solution and the thin-airfoil solution is called the outer solution.

The formal task of matching the inner and outer solutions is achieved through the asymp-
totic matching principle (Van Dyke,>3 p. 90):

The m-term inner expansion of the n-term outer expansion = the n-term outer
expansion of the m-term inner expansion

Outer variables are scaled with the airfoil chord and inner variables are scaled with the
nose radius, and m and n are integers, not necessarily equal. The definition of the m-term
inner expansion of the n-term outer expansion is expressed in the following sequence of
steps:

1. Rewrite the n-term outer expansion in inner variables.
2. Expand in an asymptotic series for small € (or 7).
3. Keep m terms.

We will apply the above matching technique to the surface speed for the flow past a
symmetric Joukowski airfoil at zero angle of attack. The three-term (n = 3) outer expansion
in dimensionless coordinates is given in Eq. (7.37) as

— X

T _ 400 -25) il (1 + 25)? (7.47)
B A Y s g .
O : * 2 1+x% .
In terms of § = 2s/c = X + 1, Eq. (7.47) becomes
2 23
q= Qoo[l (3 —25) — %1 — Y25 - 1)2] (1.47a)
N
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To second order in the thickness 7, the airfoil can be represented locally by the parabola so
that the two-term (mm = 2) inner expansion is given in Eq. (7.46) as

4_j_s _ S (7.48)
Vv s+r/2 s+r/c

The Joukowski airfoil (Eq. (7.30)) becomes

=412 —5V25 — 52 (7.49)

and as 5 — 0 we get the parabola 7 = +[8725]'/2. From Eq. (7.40), the parabola is 7 =
+[45r/c]'/?. The nose radius is therefore r = 26‘1’12.

Let us now do the matching for g.
For the two-term inner expansion (already in outer variables), we have

K \%
V[—— = (7.50a)
SH+20 142025

which when expanded for small 7; gives

V(l - ?) +0(}) (7.500)
Its three-term outer expansion is

V(l — %12) (7.50¢)
For the three-term inner expansion, we have

Qoo-l + 713 —25) — %12225(25— 1)2} (7.51a)
which, rewritten in inner variables (note that § = 5/ 112), is

0u| 1473 -2e23) - %2 _;125 (2025 — 1)2} (7.51b)
and expanded_for small 7; gives

O 1+ 37 — é + 0(t}) (7.51¢)
Its two-term inner expansio_n is

Qoo—l — %—‘1-31’1_ = Qoo[1+3tl —%12:| (7.514d)

The matching is complete when we equate the results for ¢ from Egs. (7.50c) and (7.51d)
to get V. = Qoo(1 4 377). The local solution therefore experiences a free-stream speed that
is larger than the actual one.

The final step in the analysis is to combine the inner and outer solutions to obtain a
solution valid over the complete airfoil surface. At best the solution will be as accurate as
either the inner or outer expansions in their regions of applicability. The combined solution
is called a composite expansion (Van Dyke,>3 pp. 94-97) and we will use the additive
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composite

Fom = o [ m=2,n=3 (7.52)

The additive composite expansion is the sum of the inner and outer expansions minus the
part they have in common (i refers to inner and o refers to outer). This common part, the
last term in Eq. (7.52), is obtained during the matching process and is given in Eq. (7.50¢).
Our result is

Q——(l—f-?m)/ 22+1+T1(3—2S)

2
i —1p =i+ - 1 (7.53)
2 s

After some manipulations this result becomes

q 5 o T 2
Q— = (1 + 3'[1) m — 2'[1S + 7(25 — 3) (7530)
0 1

The important feature to note in the solution is that the singular part of the thin-airfoil
result in the neighborhood of the leading edge has been removed. (Figure 7.5 compares the
inner, outer, and composite expansions for a particular value of the thickness).

/

2-term inner
2-term outer

1.OH
Composite

0.8

e

0.6[t 13% thick, symmetric
Joukowski airfoil

0.4fr

0.2F

-0.5 -0.25 0.25 0.5

8% OfF

Figure 7.5 Inner, outer, and composite expansions for the symmetric Joukowski airfoil.



7.5 Thin Airfoil between Wind Tunnel Walls 163
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Figure 7.6 Coordinate system for thin airfoil between wind-tunnel walls.

7.5 Thin Airfoil between Wind Tunnel Walls

The zero-thickness airfoil between wind-tunnel walls problem will be studied as
an example of a perturbation expansion for a case with two small parameters, the standard
thin-airfoil parameter (camber or angle of attack), and the chord to tunnel height ratio. A
thin airfoil is placed in a stream along the x axis (see Fig. 7.6) with its midchord in the center
of a wind tunnel of height / chords. We will consider a solution linear in camber and angle
of attack (first-order thin-airfoil theory) for 2 > 1. It is convenient to use dimensionless
variables with lengths scaled by the semichord, speeds by the free stream speed, and the
velocity potential by the product of the two. For simplicity, we will drop the bars on the
dimensionless variables.

The airfoil boundary condition is transferred to the strip on the x axis with —1 < x <1,
and the mathematical problem for the perturbation velocity potential becomes

V2o = 0 (7.54)
9 dn.

o 0) = d’; —a,  —l<x<l (7.55)
9D

So 0 =0 (7.56)

Equation (7.55) is the airfoil boundary condition from Egs. (7.10) and (7.13a) and Eq. (7.56)
is the wind-tunnel walls boundary condition. A Kutta condition must be applied at the airfoil
trailing edge to complete the problem specification.

The solution is modeled by a distribution of vortices of circulation y (x) per unit length
along the strip —1 < x < 1, z = 0 and corresponding image distributions are added (see
Eq. (6.89)) to satisfy Eq. (7.56). The complex perturbation velocity potential for this flow
is

. 1
fY)=®+iv = L/ » (o) Intanh =L =0 4 (7.57)
2w J_4 4h
Substitution of Eq. (7.57) in the airfoil boundary condition (Eq. (7.55)) results in an integral
equation for the unknown circulation density y (x). This integral equation is written

: dne
/ Y (x0)K(x — xo) dxo = 27 (oz - ) (7.58)
—1 dx

where the kernel function is

K() = 2 ( coth 25 — tanh 22 (1.59)
4h 4h 4h
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To solve the integral equation we use an approach due to Keldysh and Lavrentiev’ and
seek an expansion in 1/ % of the following form:

_ 1 1 o xX\"
K(x) =~ +h ; K,,(E> (7.60a)
y(@) =Y h™"y(x) (7.60b)
n=0

The expansion coefficients can be found with the use of Egs. (5.113) and it is seen that only
K, with odd subscripts are nonzero and the first two are

b4 It
24° > 7 5760
Equations (7.60) are substituted into the integral equation (Eq. (7.58)) and terms with like

powers of 1/h are collected. The following system of thin-airfoil-like equations for the
unknown y,,(x) is obtained:

1
/ H(x0) dxo = 2w [a - lenci| = fo(x) (7.62a)

1 X — X X

K =—

(7.61)

1 X —Xo

1 1 n—1
/ Yu(xo) dxo = — /1 Z Ko (x — X0)" Vnm—1(x0) dxo = fo(x) (7.62b)
- 1t m=0

The solution to Eqgs. (7.62) that satisfies the Kutta condition is obtained with the help of
Eq. (7.19) as

1 /1-— L "
Yalx) = =5 / X0 Jnl3o) 4 (7.63)
T I+xJ 4V 1—x0x0—x

The singular integrals are to be considered in the Cauchy principal value sense. For n = 0,
the unbounded fluid result is recovered:

1— 1 ' [14x0dn. d
vo(x) = 2,/ — 2o 4 — / X0 &Me ()220 (7.64)
14+ x 7 J V1 —xdx X — Xo

Let us find the first term in the expansions for the camber and angle of attack problems
separately. Note that each expansion has all odd terms so that the terms we neglect are two
orders smaller than the ones we keep. Since the camber problem requires the choice of a
particular airfoil to proceed, let us begin with the angle of attack problem.

The expansion for the circulation density has terms forn = 0,2,4, ..., and forn = 2,
the function on the right-hand side of the integral equation (Eq. (7.620)) is

2K fl L=x )d
o X — X X
@ VT 0)dxg

2 L= — 3
_re U@ —x) T (7.65)
0

Hh=

and the solution for the circulation density for n = 2 is found from Eq. (7.63) as

e [1—x [! 14+ x9x0+1/2 7o [1—x
= — dxg = — 3/2 7.66
v2 12V1+x/1\/1—x0 ooz 0T T T T 060
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(Note that f,ll[(l + x0)/(1 — x0)1"2[ f (x0)/(x0 — x)ldxo = f,ll[(l + x0)/(1 — x{)'/?]
[f(x0)/(x0 — x)] dxg is introduced so that the integrals in Appendix A can be used).

As an example to illustrate the camber effect, choose the parabolic arc camberline given
by

ne = Bl —x?)

where B = 2¢/c (see Eq. (5.80)). The expansion for the circulation density has terms for
n=20,2,4,...,and the unbounded fluid result (n = 0) is found from Eq. (7.64) as

48 [1— ! 1 d
yo(x)=——ﬂ,/ x/ X0 T 4 =4B8y1 —x2 (7.67)
a¥V14+xJ, 1 —x0x —x9

For n = 2, the function on the right-hand side of the integral equation (Eq. (7.620)) is
73 Bx
12

and the solution for the circulation density for n = 2 is found from Eq. (7.63) as

B [1—x (! 14+x0 dxo 7B
= —./ / =—1—x2 7.69
Y2 12 l—i—x/,lxo 1 —xpx9—x 12 o ( )

The lift coefficient for the airfoil is found from the nondimensional circulation density as

2 1
fr= % / (x — x0)y/1 — x5 dxo = (7.68)
-1

1
C =/ y(x)dx (7.70)
-1

since the Kutta—Joukowski theorem can be used for this small-disturbance approximation.
The lift coefficients for the separate angle of attack and camber effects that include the first
term in the expansion are obtained by substituting Egs. (7.66) and (7.69) into Eq. (7.70) to
get

Angle of attack:

r 2
¢ = 2mall+ Z—4h*z + o (1.71a)

Parabolic arc camber:

r 2
c =281+ Z—gh*Z + o (1.71b)

Note that the first term in Eq. (7.71a) is identical to the result obtained in Section 5.5
using a single-element lumped-vortex model. Additional terms for the angle of attack and
parabolic arc solutions may be found in Plotkin.” It is seen that for these examples and for
the assumptions connected with the expansions the wind-tunnel walls increase the lift due
to angle of attack and camber.
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Problems

Find the second-order surface speed for the flow past a thin ellipse at zero angle
of attack.

Consider the flow of a uniform stream of speed Q. past a wavy wall given by
z = € sinax, where € is small compared to the wavelength 277 /«. Find the second-
order perturbation velocity potential.

Consider the two-dimensional flow of a uniform stream of speed O, normal to
the chordline of a thin symmetric body given by

z = xef(x), —%<x<%, e k1
The solution for the velocity potential can be written
Q=0+ ed + Dy + -

where @ represents the flow normal to a flat plate of length ¢ and satisfies the
mathematical problem

Vi =0

P

0, 04) =0
0z

D) =Qxz a 77— 0

(a) Write the mathematical problem for ®; (in terms of ®).
(b) Find @;.



CHAPTER 8

Three-Dimensional Small-Disturbance
Solutions

In this chapter, three-dimensional small-disturbance solutions will be derived for
some simple cases such as the large aspect ratio wing, the slender pointed wing, and the
slender cylindrical body. Flow problems requiring more detailed geometries will be treated
in the forthcoming chapters.

8.1 Finite Wing: The Lifting Line Model

The three-dimensional lifting wing problem was formulated in Chapter 4, and it is
clear that obtaining an analytic solution of the integral equations is difficult. However, it is
possible to approximate the lifting properties of a wing by a single lifting line, an approx-
imation that will allow a closed-form solution. In spite of the considerable simplifications
in this model it captures the basic features of three-dimensional lifting flows and predicts
the reduction of lift slope and the increase in induced drag with decreasing aspect ratio.

8.1.1  Definition of the Problem

Consider a lifting, thin, finite wing (described in Section 4.5 and shown in Fig. 8.1)
that is moving at a constant speed in an otherwise undisturbed fluid. The free stream of speed
0O has a small angle of attack «, relative to the coordinate system attached to the wing.

The velocity field for this potential flow problem can be obtained by solving Laplace’s
equation for the perturbation potential ®:

Vip =0 (8.1

Following Section 4.5, the boundary condition requiring no flow across the wing solid
surface will be approximated at z = 0, for the case of small angle of attack, by

ag(x, y,0%) = Qoo<a—'7 - a) (8.2)
0z 0x

where n = n.(x, y) is the camber surface placed on the x—y plane and for simplicity the
subscript ¢ is omitted in this chapter. For modeling the lifting surface, a vortex distribution
is selected (as formulated in Section 4.5). The unknown vortex distribution y,(x, y) and
yy(x,y) (shown in Fig. 4.9) is placed on the wing’s projected area at the z = 0 plane. The
resulting integral equation is

-1 Yy(x —x0) = ¥(y — yo)
4w wing+wake [(x — xO)z +(y— y0)2]3/2

which should hold for any point on the wing. A proper (and unique) solution for the vortex
distribution will have to fulfill the Kutta condition along the trailing edge, such that the
vorticity component parallel to the trailing edge (yrg.) is zero:

yre. =0 (8.4)
167

3
dxody, = Qm<£ —_ a) (8.3)
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zA Starting vortex

‘‘Bound vortex”’
Iy

Free ‘‘vortex wake’’

b
2

Figure 8.1 Far field horseshoe model of a finite wing.

Also, since vortex lines do not begin or end in a fluid (Eq. (4.64)), the solution must comply
with

_|m

% (8.5)

Yx
0x

8.1.2  The Lifting-Line Model

The simplest model that can be suggested to solve this problem is where the
chordwise circulation, at any spanwise station, is replaced by a single concentrated vortex.
Also, these local vortices of circulation I'(y) will be placed along a single spanwise line.
Based on the results of Section 5.5 for the two-dimensional lumped-vortex element, this
vortex line will be placed at the wing’s quarter-chord line along the span, —b/2 <y < b/2
(this bound vortex line is assumed to be straight and parallel to the y axis, as shown in
Fig. 8.1). The above positioning of the vortex line at the wing’s quarter-chord line effectively
satisfies the Kutta condition of Eq. (8.4) as was shown in Section 5.5.

At this point, attention needs to be focused on the vortex theorems requiring that a
vortex line cannot start or end abruptly in a fluid (or Eq. (8.5)). Therefore, if any change
of the vortex line strength dI'(y)/dy is introduced, it must be followed by introducing a
similar vorticity component in the other direction y,. In other words, the vortex line does
not terminate at this point but it changes direction, and its strength remains constant.

The most physical application of these principles is to “shed” these trailing vortices into
the flow and create a “wake” such that there will be no force acting on these free vortices.
Following Section 4.7, this requirement reduces to the condition that the flow along this
segment must be parallel to I' (where positive I' is according to the right-hand rule):

q X Fyake =0 (8.6)

The most basic element that will fit these requirements will have the shape of a “horseshoe”
vortex (Fig. 8.1), which will have constant “bound vorticity” I" along its quarter-chord line,
will turn backward at the wing tips and will continue far behind the wing, and eventually
will be closed by the starting vortex. It is assumed here that the flow is steady and therefore
the starting vortex is far downstream and its influence can be neglected.
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Figure 8.2 Lifting-line model consisting of horseshoe vortices. The bound vortex segment of all
vortices is placed on the y axis.

A more refined model of the finite wing was first proposed by the German scientist
Ludwig Prandtl (see Ref. 5.2) during World War 1 and it uses a large number of such
spanwise horseshoe vortices, as illustrated by Fig. 8.2 (the following analysis is in the spirit
of this early model). The straight bound vortex I'(y) in this case is placed along the y axis
and at each spanwise station the leading edge is one-quarter chord ahead of this line and
the local trailing edge is three-quarter chord behind the vortex line. Now, let us examine the
integral equation (Eq. (8.3)) for the case of the flat lifting surface, where d7/dx = 0. The
equation now simply states the boundary condition of Eq. (8.2):

0 CIDwing + Gl cbwake
0z 0z

4+ Osx =0 (8.2a)

That is, the sum of the normal velocity components induced by the wing wj, = 0®ing/02
and wake vortices w; = 9 DPyake/ 927, plus the normal velocity component of the free-stream
flow Q..«, must be zero on the wing’s solid boundary:

wp + w; + Qocx =0 (8.7)

where w is considered to be positive in the 4z direction. The subscripts (), and (); stand
for bound (on wing) and induced (by wake) influences, respectively.

The velocity component w;, induced by the lifting line on the section with a chord
c(y) can be estimated by using the lumped-vortex model with the downwash calculated at
the collocation point located at the 3/4 chord. Consider the spanwise component (—yy <
y < yp) of a typical horseshoe vortex in Fig. 8.3 with strength AT'(yg) (where AT'(y) =
—(dT'(y0)/dy)dyo). The downwash Awy, at the collocation point (c/2, y) due to this segment
is given by Eq. (2.69) (see Fig. 2.15, which defines the angles § in this formula) as

AT
ind (cos B — cos Br)

_ —Al y+ Yo Yo—Y
A [ec/2] | V(c/22 +( +y0?  V(c/2)? + (vo — y)?

Awb =
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yA
dy, _dI'(yo)
\/32 ¢ N & dy,
Yo | | )
* »/
(cl2,y)
A (yo) | >
B
M
=Y \./l )

Figure 8.3 Velocity induced by the segments of a typical horseshoe element.

For a wing of large aspect ratio, we can neglect (¢/2)? in the square root terms to get

—AT (yo)

"= deat Y

The result for the complete lifting line (evaluated at y) is obtained by summing the results
for all the horseshoe vortices and is

b = _ e (8.8)
2m[c(y)/2]

Note that this is identical to the result obtained by applying a locally two-dimensional

lumped-vortex model at each spanwise station, where the downwash w,, is measured at the

3/4 chord due to a vortex I'(y) placed at the 1/4 chord position (see inset in the left-hand

side of Fig. 8.2).

Next, the downwash due to the wing trailing vortices must be evaluated. Since a change
in the spanwise circulation I'(y) is allowed, and since no vortex can begin or end in the flow,
the local change in this circulation is shed into the wake. Thus, the wake is now constructed
from semi-infinite vortex lines with the strength of (dI" /dy)dy (Fig. 8.2). Before we proceed
with the solution, the velocity induced by a single, semi-infinite trailing vortex line with
a strength of AT" = —(dI'(yg)/dy)dy, is evaluated (note that for positive A" on the +y
side of the wing, negative dI"/dy is needed). The right-hand-side wake vortex line is
located at a spanwise location yy, as shown in Fig. 8.3, and the downwash induced by this
vortex at the collocation point (c¢/2, y) is given by the result for a semi-infinite vortex line
from Eq. (2.71). Since for a large aspect ratio wing 8; = 7 /2, B, ~ m (in Fig. 2.15) and
therefore

_ATQo 1

) = =)

(8.9)

which is exactly one half of the velocity induced by an infinite (two-dimensional) vortex of
strength AT'(yy). With the aid of this equation the normal velocity component induced by
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ZA

=Y

Figure 8.4 Two-dimensional section (in the y = const. plane) of a three-dimensional wing. The angle
of attack « is reduced by the induced downwash of the trailing vortices by «; .

the trailing vortices of the wing becomes

_ 1 /b/z [—dT'(yo)/dy]dyo
4w J_pp2 Y=o

w; (8.10)
(Note that since the trailing vortices are assumed to lie in the z = 0 plane, their induced
spanwise velocity component is zero from the Biot—Savart law, Eq. (2.685).) Assuming that
the wing aspect ratio is large (b/c(y) > 1) has allowed us to treat a spanwise station as a
two-dimensional section and to transfer the boundary condition to the local three-quarter
chord. Substituting Egs. (8.8) and (8.10) into Eq. (8.7) yields

- 1 /"/2 [dT (yo)/dy]dyo

_1 + Quar =0 8.11
O 3 A — Qoct (8.11)

Dividing Eq. (8.11) by the free-stream speed Q results in
—TI'(y) 1 /b/z [dT (yo)/dyldyo

+a=0 8.11a)
Te(¥)0oo 47100 Jopp2 y— Yo

This is the Prandtl lifting-line integrodifferential equation for the spanwise load distri-
bution I'(y). This equation can be viewed as a combination of the angles (as shown in
Fig. 8.4):

-, —a;+a=0 (8.12)
where the induced downwash angle is (note that w is positive in the positive z direction)
—w;
o R (8.13)
Qoo
Equation (8.12) can be rearranged as
Ay = — O (8.12a)

This means that in the case of the finite wing the effective angle of attack of a wing section
o, (the angle between the modified free-stream velocity q in Fig. 8.4 and the chord) is
smaller than the actual geometric angle of attack o by «;, which is a result of the downwash
induced by the wake.
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Itis possible to generalize the result of this equation by assuming that the two-dimensional
section has a local lift slope of m( and its local effective angle of attack is «,. Now, if camber
effects are to be accounted for too, then this angle is measured from the zero-lift angle of
the section, such that

o p0I(y)
C0) = s = m(e) (8149

Consequently, Eq. (8.12a) becomes
Oy = —Q; — 0O (8.15)

where o is the angle of zero lift due to the section camber (for cambered airfoils, usually
aro 1s a negative number). A more general form of Eq. (8.11a) that allows for section
camber and wing twist a(y) is now

—2ry) 1 /Wz [dT(y0)/dy]dyo
mo(Y)c(y)Qoo 47 Qoo J_p)2 Y=Y

In this equation «(y) is the local angle of attack relative to Qo and azo(y) is the airfoil

section zero-lift angle. If it is assumed that these geometrical quantities are known, then

I'(y) becomes the unknown in this equation. Also, at the wing tips the pressure difference
[or the lift p Qo I'(y = £b/2)] must reduce to zero, that is,

+a(y) —a(y) =0 (8.16)

r<y=i§) =0 (8.17)

8.1.3  The Aerodynamic Loads

The solution of Eq. (8.16) will provide the spanwise bound circulation distribution
['(y). To obtain the aerodynamic forces, the two-dimensional Kutta—Joukowski theorem
will be applied (in the y = const. plane). However, because of the wake-induced velocity,
the free-stream vector will be rotated by «;(y), as shown in Fig. 8.5. This angle can be
calculated for a known I'(y) by using Egs. (8.10) and (8.13):

_ 1 fb/Z [dT(yo)/dy]dyo
A7 Qoo J—p)2 Y=o

i

(8.18)

If we assume that «; is small, then coso; &~ 1 and sinw; =~ «;, and the lift of the wing is
given by an integration of the local two-dimensional lift (see Eq. (3.113)) as

A D
L y

L F=pqxTI

2
oA J

Figure 8.5 Tilting of the local (of section y = const.) lift vector by the angle «; induced by the trailing
vortices.
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b2
L=p0w / Ty (8.19)

while the drag force, which is created by turning the two-dimensional lift vector by the
wake-induced flow, becomes

b/2
D; = p0se / Oy (8.20)

This drag is called induced drag because it is induced by the trailing vortices. This finite
wing’s drag is directly related to the lift and will diminish as the wingspan increases (b — 00).
Equation (8.20) can also be rewritten in terms of the wake-induced downwash w;:

b2
D, = —p / W) dy (8.200)
—b/2

From the engineering point of view, the total drag D of a wing includes the induced drag
D; and the viscous drag Dy:

D = D; + D,

For example, the two-dimensional viscous drag of a NACA 0009 section is presented in
Fig. 5.20.

8.1.4  The Elliptic Lift Distribution

The spanwise circulation distribution I'(y) for a given planform shape can be
obtained by solving Eq. (8.16). In the particular case of an elliptic distribution of the
circulation, the solution becomes rather simple since the downwash w; becomes constant
along the wing span. Also, as will be shown later, wings having such a spanwise distribution
will have minimum induced drag. The proposed distribution of I'(y) is shown in Fig. 8.6

and is
y 291/2
I'(y) = Fmax[l - <M) } (8.21)

This must be substituted into Eq. (8.16) so that the constant I'y,,x can be evaluated. For
simplicity, let us first calculate the downwash integral (second term in Eq. (8.16)). The term

I'(y)

rmax

y

NQ"\
™~

(STSY

Figure 8.6 Elliptic spanwise distribution of the circulation I'(y).
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dI'(y)/dy is evaluated by differentiating Eq. (8.21):

dr(y) rm[ y 17V 4
= 1— (== —2—y
a =5 -Gr) ] ()

and the downwash w; is obtained by substituting this result into Eq. (8.10):

T [0 29-172
wn = [ [1 - (ﬂ) } ' ay, (8.22)
wb* J b/2 Yy — Yo
Note that when y = y, this integral is singular and therefore must be evaluated based on

Cauchy’s principal value. It is possible to arrive at Glauert’s integral (Eq. (5.22)) by the
transformation

b
y= 3 cos 6 (8.23)

dy = —g sinf db (8.23a)
and at the wingtips y = —b/2, 6 = w and at y = b/2, 6 = 0. This reduces Eq. (8.21) to

['(0) = Cax[1 — cos® 0]/% = Ty sin 6 (8.21a)
Substituting Eq. (8.23) into Eq. (8.22) yields

Limax / [1 — cos?6y]1/? (b/2) cos6y[(—b/2) sinBy]dby
G (b/2)(cos 0 — cos fy)

The principal value of this integral can be obtained by using the Glauert integral, Eq. (5.22):

—Tmax / T cosBydby —Thax 77 Sin 6
w; = =
0

27b (costy —cos@)  2mb sin@

Consequently, w; and «; become

1ﬂm X
w; = ——2 (8.24)
2b
l_‘I'l‘l X
o= —= (8.24a)
200

and are constant along the wing span.
Another feature of the elliptic distribution is that the spanwise integral is simply half the
area of an ellipse (with semi-axes ', and b/2):

b2 T b 7wb
I'y)dy = =T'max= = — I'max (8.25)
/_b/z 2 My Ty ™

Consequently, the lift and the drag of the wing can be evaluated as

b/2
L=p0s / Ty = —ono - (8.26)

br2 Fmax \7b
Dl:pQOO/ air y dy:alL=<—)_IOQOO max — meax 8'27
LT T o= P i (827)
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The lift and drag coefficients become

L 7 b IMpax

= (1/2p0%S ~ 25 0w
D; n T, 1S ,

CL (8.28)

max

T (/2p0%S 45 Q%  ab t

(8.29)

Cp,

Substituting the spanwise downwash (Eq. (8.24)) and the elliptic circulation distribution
(Eq. (8.21)) into Eq. (8.16) yields

_2Fmax y 27172 Fmax
M[l - (ﬁ) :| 200w + a(y) —aro(y) =0 (8.30)

This equation provides the relation between the local chord c¢(y) and the local angle of attack
a(y) for the wing with the elliptic circulation distribution. If the chord c(y) has an elliptic
form, too, the constant I, can be easily evaluated. Thus, assume

y 291/2
c(y)= C0|:1 - <m> ] (8.31)

where ¢ is the root chord. Substituting Eq. (8.31) into Eq. (8.30) cancels the elliptic variation
and we have

-2 1-‘max 1—‘max

mo()coQoo 2600

For an elliptic planform with constant airfoil shape, all terms but «(y) in this equation are
constant, and therefore this wing with an elliptic planform and load distribution is untwisted
(x(y) = @ = const.). The value of [', is then

_ 25Qs(e — 10)

+a(y) —ar(y) =0 (8.32)

x = 8.33
ma 1 +4b/mgcy (8.33)
The area S of the elliptic wing is
b
S=n2’ (8.34)
22
Also, it is common to define the wing aspect ratio R as
b2
= — 8.35
S (8.35)

Using the AR and the area S for the elliptic wing and substituting into Eq. (8.33), we obtain

2bQoo(0r — a110)

max — 8.33
T T AR mg (8.33a)

With this expression for 'y« and using my = 27, the lift coefficient (Eq. (8.28)) becomes

2

= m(a —ar) = Cp, (o —agp) (8.36)

Cp
Here C;, is the three-dimensional wing lift slope and the most important conclusion of this
analysis is that this slope becomes less as the wingspan becomes smaller due to the induced
downwash. This is illustrated by Fig. 8.7, where for a wing with given o the effective
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Figure 8.7 The reduction of lift slope for three-dimensional wings.

angle of attack is reduced by «; according to Eq. (8.15). Consequently, for finite span wings,
more incidence is needed to achieve the same lift coefficient as the wingspan decreases.
The induced drag coefficient is obtained by substituting Eq. (8.35) into Eq. (8.29):

C L e
Y. "
which indicates that as the wing aspect ratio increases the induced drag becomes smaller.
Also, the induced drag for the finite elliptic wing will increase with a rate of C7 as shown
in Fig. 8.8.

The lift slope Cy,, versus R for the elliptic wing (Eq. (8.36)) is shown in Fig. 8.9. The lift
slope of a two-dimensional wing is the largest (277) and as the wingspan becomes smaller
C1, decreases too.

The spanwise loading L’(y) (lift per unit span) of the elliptic wing is obtained by using
the Kutta—Joukowski theorem:

(8.37)

291/2
‘(v) = - (2
L(y)= onoF(y)—onoFmax[l <b/2> ] (8.38)

Figure 8.10 shows an elliptic planform and the spanwise lift distribution L'(y) that is elliptic
too. As Eq. (8.24) indicated, the downwash of such a wing is constant, and, combined with

Cp A 1

Figure 8.8 Lift polar for an elliptic wing.
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Figure 8.9 Variation of lift coefficient slope versus aspect ratio for thin elliptic wings.

1 | | 1 1 1 1 1 1 | 1

o 1 2 3 4 5 6 7 8 9 10 11

12

the velocity induced by the bound vortex w;,, must be equal to the upwash of the free-stream
Q oo« so that the combined normal velocity component is zero, according to Eq. (8.7). (Note
that it is possible to have elliptic loading with other than an elliptic planform, but in that

case, local twist or camber needs to be adjusted so that w; will remain constant.)

The section lift coefficient C; is defined by using the local chord from Eq. (8.31) and is

L/(y) zrmax

l

T (1/2p0%c(y) 00w

=Cy

L'(y) =,Q,.I'(y)

Iy = Lo 1 ~(335)

I b2
Y
Fmax
1
I‘ L
b |
— [ M.
A o e " Y
_ ! b
7 y ¥ 5
Lwax _
y EEEEK — Top Wi
' Y 2l _
mocy Wb
+
A A A A A A A A A
Q. la —ay)
I Upwash
0

Figure 8.10 Chord and load distribution for a thin elliptic wing. Note that the induced downwash is
constant and combined with the downwash of the bound vortex is equal to the free-stream upwash,
resulting in zero velocity normal to the wing surface (Eq. (8.7)).
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Figure 8.11 Schematic description of the pressure difference and wake vortex distribution of a thin
elliptic wing.

Thus, for the elliptic wing, both section lift coefficient and wing lift coefficient are the same,
that is,

2

= m(a — OlL()) = Clu(()l — OlL()) (839)

G

Similarly, the section induced drag coefficient is
__ MO 1S
—(1/DpQ%e(y)  mh
The strength of the circulation in the wake is simply the spanwise derivative of I'(y) (see
Eq. (8.21)),

dr AT max
0 _ Y (8.41)

dy b2 VI = (G/@/2)7]
This spanwise wake vortex strength is shown schematically in Fig. 8.11. It is clear from this
figure that near the wingtips, where |I'(y)/dy| is the largest, the wake vortex will be the
strongest. Therefore, owing to the induced velocity at the wake it will roll up, mostly near
the wingtips, to form two concentrated trailing vortices as shown by the flow visualization
in Fig. 8.12. The induced effect of this wake rollup on I'(y) is assumed to be negligible in
this model; but this effect can be investigated by the numerical methods of later chapters.

y —Cp (8.40)

i

8.1.5  General Spanwise Circulation Distribution

A more general solution for the spanwise circulation I'(y) in Eq. (8.16) can be
obtained by describing the unknown distribution in terms of a trigonometric expansion.
Using the spanwise coordinate 6, as defined in Eq. (8.23), we select the following Fourier
expansion:

L(©)=2b0x Y _ A,sinnd (8.42)

n=1

The shapes of the first three symmetric terms in this expansion are shown schematically in
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Figure 8.12 Flow visualization of the rollup of the trailing vortices behind an airplane (wing tip
vortices made visible by ejecting smoke at the wing tips of a Boeing 727 airplane). (Courtesy of
NASA.)

Fig. 8.13, and all terms fulfill Eq. (8.17) at the wingtips:
r0)=r(@@)=0 (8.43)
Substituting I'(0) and dT"(0)/dy into Eq. (8.16) yields

4 &
——2 " A, sinng
mo(6)c(8) ;

. ™ A cos nfo[1/(=b/2) sin 6o][(=b/2) sin 6od6o)]

_b n=1
+ 2 /7, (b/2)(cos O — cosby)
o0

~ . 2 nA,cosnbydb,
+a(@)—arod)= _ 4 Z A, sinnf — ! / n=l
mo(0)c(0) £ T Jo cos 6y — cos6

+a(0) —aro(@)=0 (8.44)

Using Glauert’s integral (Eq. (5.22)) for the second term gives us

—4h & > sinnf
_ A, sinnf — A 0) — 0)=0 8.44
mO(Q)C(O) n; n SN n;n n sing +Ot( ) OlLO( ) ( a)

Comparing this result with Eq. (8.16) indicates that the first term is —«, and the second
term is —q;:

sinné

(@) =3 na, (8.45)
n=1

sin
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5
I'=2bQ_ L A, sinn

A, sin 6

Aj sin 30

As sin 50

ANVANTAS
N

Figure 8.13 Sine series representation of symmetric spanwise circulation distribution I'(6), n =
1,3,5.

Therefore, the section lift and drag coefficients can be readily obtained:

<T@ 4 &
C = ’)Qi;) - ZA sinné (8.46)
(1/2)p Q35,c(9) 0(9)
4 = > sin k6
Ci=Cray = — 3 A, sinno| S kA 8.47
é e c(0) ; s (; *sino ) (847)

The wing aerodynamic coefficients are obtained by the spanwise integration of these
section coefficients:

b2 ¢ dy _4b b
c, = M > A, sinnd” sin6 do (8.48)
—b/2 =1 2

PR Cu(0ec(y)dy 202 [T
Cp = —_— = kA A, sinkO sinnf do 8.49
D; /_ oo 3 3 /0 ;; A, sinkf sinn ( )

Recall that

/” 116 sin k6 do 0 for n Ak (8.50)
sin nd sin = .
0 "ot w/2 for n=k

and for the lift integral only the first term will appear. The lift coefficient becomes
b’ A
C, = % — 7 RA, (8.51)

For the drag, only the terms where n = k will be left:
b2 o0 o0
—— Y nAr=mR> nA’ (8.52)
n=1 n=1
Using the results for the lift, we can rewrite this as

2R2A2 0 2 2 00 P
Cp = —%—|1 nl= L1 n = (Cr Verroo(1 + 8
b TR |: +; A%:| 7T12R|: +; A%:| ( D,)elhptlc( + 1)

(8.53)
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where &, includes the higher order terms forn = 2, 3, . .. (only the odd terms are considered
for a symmetric load distribution). This clearly indicates that for a given wing aspect ratio,
the elliptic wing will have the lowest drag coefficient since for a generic wing planform
81 > 0 and for the elliptic wing §; = 0.

Similarly, the lift coefficient for the general spanwise loading can be formulated as

CL=7TIZRA1 =m(Ol—OlL0) (854)

Assume that the wing is untwisted and therefore o — az, = const. Following Glauert
(Ref. 5.2, p. 142) we define an equivalent two-dimensional wing that has the same lift
coefficient C; . This wing is now set at an angle of attack o* — oz, such that

C, =2m (a* — oan) (8.55)

The difference between these two cases is due to the wake-induced angle of attack, which
is obtained from these two equations:

. 1 L
(@ —ar,) — (@ _O‘Lo)ZCLI:;—E} Eﬁ(l‘f‘az) (8.56)
and
o —ag, 1
1+ =0R|—— — —
ta=7 [anAl 271:|

where 8, > 0. Taking A; from this relation and substituting into Eq. (8.51) results in

_ 2m(a —ap)
14+ Q2/R)(1 +5,)

Thus, for the elliptic wing 8, = 0 and also its lift coefficient is higher than for wings with
other spanwise load distributions.

L (8.57)

8.1.6  Twisted Elliptic Wing

The spanwise loading of wings can be varied by introducing twist to the wing
planform. To illustrate the effects of twist, consider a wing with an elliptic chord distribution.
For this purpose let us rearrange Eq. (8.44a) such that

> ) 4b n
; A, sinnf [mo(e)c & + sin9i| = a(f) — aro(0) (8.58)

This is the governing equation for the coefficients for the circulation distribution for
the general case that is described using lifting-line theory. Section 8.1.4 presents an exact
solution for an untwisted elliptic planform wing (elliptic loading), but solutions for other
cases must be obtained numerically using techniques that will be described in later sections.
It is of interest to study the effect of wing twist on the solution for a particular geometry
(geometric twist occurs for a spanwise variation of angle of attack and aerodynamic twist
occurs for a spanwise variation of the zero-lift angle ).

Filotas®! has found a closed-form solution for a wing with an elliptic planform and
arbitrary twist and that solution will be presented in what follows. Consider an elliptic
chord distribution as given in Eq. (8.31):

¢ =cpsinf (8.59)
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and for simplicity let my = 2. Then Eq. (8.58) becomes
- . R .
Z A, sinnf > +n|=[x(0) —ary(f)]sind
n=1
where the aspect ratio of the elliptic wing is R = 4b/mc(. Note that the above equation is

a Fourier series representation for the right-hand side whose coefficients are given by

2 1 ™
S Y /O [(0) — azo(A)] sin 6 sinnd dO (8.60)

To find the wing lift coefficient, the coefficient A; is obtained as

Ay = 2_ 1 /”[a(e) — azo(6)]sin® 6 d6
T }R/Z +1
=-x ) / [a(0) — aro(8)]sin® 6 do

and the lift is obtained by using Eq. (8.51):

L= R s / [(0) — ar(0)] sin® 6 dO (8.61)
Example:
As an example consider a wing with a linear twist where
a(y)=ata b)/]2‘ = o £ ap| cosb|

The effect of the twist can be analyzed by taking the variable part of «(y) only,
and adding the contribution of the constant angle of attack later. Therefore, let

a(y) = ag| cos 6]

and use Eq. (8.60) to compute the coefficients A,, as

A, 4 1 /2
N cos 0 sin 6 sinnb do
o n}R/Z—i—n/
21 /2
= _}R/T/ sin 20 sinnf do
T n Jo

21 sin(n —2)0  sin(n + 2)0 1|™*
- EzR/ern[ 2m—2)  2(n+2) }

1 1 sin(n —2)w /2 sin(n + 2)w /2
_EzR/ern[ n—2  (n+2) ]

Evaluating the individual coefficients for a wing with R = 6 and for a twist of ¢ =
ap| cos 8| and substituting into Eq. (8.42) yields

2b Qoo
T 3

1 1 2
re)=— n0+§s1n30—5s1n59+ﬁsm79— i|
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Figure 8.14 Effect of wing twist on the spanwise loading of an elliptic wing.

For a twist of & = ay(—| cos 8), the circulation is

re) = —=sinf — —sin30 + —sin50 — ——sin70 — - --

200000 [ 1 1 1 2
T 3 5 42 225

These results, combined with an additional constant angle of attack « are plotted schemat-
ically in Fig. 8.14, which shows that having a larger angle of attack at the tip will increase
the load there. Similarly, larger angles of attack near the wing root will increase the loading

there.

8.1.7

Conclusions from Lifting-Line Theory

The most important result of the lifting-line theory is its ability to establish the

effect of wing aspect ratio on the lift slope and induced drag. Some of the more important
conclusions are:

1.

The wing lift slope dCy/da decreases as wing aspect ratio becomes smaller
(as shown by Eq. (8.36) for an elliptic wing and by Eq. (8.57) for a wing with
general spanwise circulation).

. The induced drag of a wing increases as wing aspect ratio decreases (as shown by

Eq. (8.37) for an elliptic wing and by Eq. (8.53) for a wing with general spanwise
circulation).

. A wing with elliptic loading will have the lowest induced drag and the highest lift,

as indicated by Egs. (8.53) and (8.57).

. This theory also provides valuable information about the wing’s spanwise loading

and about the existence of the trailing vortex wake.

. The theory is limited to small disturbances and large aspect ratio and, for example,

Eq. (8.6), which requires that the wake be aligned with the local velocity, was not
addressed at all (because of the small angle of attack assumption).

. There are possible modifications to this theory, such as the addition of wing sweep

(e.g., Weissinger®?). However, the study of wings with more complex geometry is
difficult with this model whereas some of the more refined methods (introduced
in the following chapters) are clearly more capable in dealing with this problem.

. Using the results of this theory we must remember that the drag of a wing includes

the induced drag portion (predicted by this model) plus the viscous drag, which
must be taken into account.
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Figure 8.15 Nomenclature for slender, thin, pointed wing.

8.2 Slender Wing Theory

In this chapter three-dimensional solutions that rely on the small disturbance ap-
proximation are presented. By assuming that the wing is long and narrow (R < 1), and that
its angle of attack is small, the special case of slender-wing theory can be developed.

8.2.1  Definition of the Problem

Consider the slender wing of Fig. 8.15 with a span b(x) and root chord ¢, where
both the wing camberline 1 and its angle of attack are small, that is

tano << 1 and U <1
¢

and we consider wings with no spanwise camber (d7/dy = 0). The flow is assumed to be
potential and therefore the equation for the perturbation velocity potential is

Vip =0 (8.62)

which must be solved together with the boundary condition requiring no flow across the
wing solid surface. This will be approximated at z = 0 for this case of small angle of attack
and the z component of the total velocity w*(x, y, 0£) must be zero:

* _ 0P 877 _
w(x,y,O:I:)—E(x,y,O:I:)—QOO a_a =0 (863)

To solve this problem, we seek singularity elements that create antisymmetry (pressure
jump) in the z direction. The doublet solution based on the d/9dz derivative (see Eq. (3.36))
is the most suitable and it is developed for the general lifting surface in Section 4.5. By
distributing these doublet elements over the surface of the wing, we obtain the following
integral equation (Eq. (4.45)) for the boundary condition of zero normal flow:

1 (xo, Yo) [1 (x — xo)
4z /wing+wake y—= yO)z " \/()C —x0)* + (¥ — y0)?
an

_ QOO(_ _ a) _0 (8.64)
0x

} dxg dyg

This integral is singular and its principal value must be evaluated. However, before pro-
ceeding further, the slender wing assumption allows us to make some simplifications. Since
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Figure 8.16 Streamlines of the crossflow as viewed in the x = const. plane.

for the slender wing x >> y, z we can assume that the derivatives are inversely affected:

0] a 0

— L=, — 8.65
ax < dy 0z (8.65)

Substituting this into the continuity equation (Eq. 8.62) allows us to consider the first term
as negligible, compared to the other derivatives:
PP 9’
5y2 + 2z = 0 (8.66)
This can be interpreted such that the cross-flow effect is dominant, and for any x = const.
plane a local two-dimensional solution is sufficient. This is described schematically in
Fig. 8.16. Also, for small-disturbance compressible flow (see Section 4.8), this implies
that the Mach number dependency is lost and these solutions are applicable to supersonic
potential flows as well.

Since the flowfield is now sought in the two-dimensional plane (x = const.), the angle
of attack and camber effects can be included in a local angle of attack «(x) such that

an

oc(x)wot—a

If we recall the slenderness assumption that

Vi ~

lx — xol >y — Yol
the kernel in the integral of Eq. (8.64) becomes

(x — xo) (2 for x>x
|:1+\/(x_x0)2+(y_)’0)2:|~(0 for x<x0> ®67

The physical interpretation of this result is that portions of the wing ahead of a given x section
(x > x¢) will have influence on the wing, whereas the influence of wing sections and the
flowfield behind this x section (x < x¢) is negligible — thus the effect of the trailing wake
for slender wings is small! Substituting this result into the boundary condition (Eq. (8.64)),
and recalling that on the wing z = 0, we can reduce Eq. (8.64) to

LGL

u(x, yo)

27 | oo (0 = 0P dyo = —Qoo0t(x) (8.68)
—b(x), -
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which must be solved for any x = const. wing station with local span b(x). Note that
by selecting the doublet distribution in the two-dimensional cross section, this boundary
condition can be independently derived by integrating the two-dimensional doublet induced
velocity (Section 3.14).

8.2.2  Solution of the Flow over Slender Pointed Wings

The integral equation (Eq. (8.68)) for the unknown doublet strength contains a
strong singularity at y = yy (see Appendix C for a discussion of the principal value of this
integral). Recalling the results of Section 3.14 that a doublet distribution can be replaced
by an equivalent vortex distribution [e.g., du(y)/dy = —y(y)] allows us to use some of
the results of thin-airfoil theory for the crossflow plane solution when the vortex distribu-
tion is used instead. The proposed vortex distribution consists of horseshoe-type vortices
distributed continuously over the wing. This vortex model is described schematically in the
right-hand side of Fig. 8.17, where for the purpose of illustration, discrete horseshoe ele-
ments are used instead of the continuous distribution. At any x = const. section the trailing
vortices form a two-dimensional vortex distribution of circulation per length y (y) along the
strip —b(x)/2 < y < b(x)/2,z = 0 as shown in Fig. 8.18. Note that in the cross-flow plane,
owing to left/right symmetry, the total circulation is zero, and the lift is generated by the
spanwise segments of the horseshoe vortices (as shown in the left-hand side of Fig. 8.17).
The perturbation velocity potential for this two-dimensional cross-flow (modeled by the
vortex distribution shown in Fig. 8.18, and formulated in Section 3.14) at any x station is

1 b2
(O]

y(yo)tan™" dyo (8.69)

T 2n —b(x)/2 (v — y0)

Figure 8.17 Horseshoe model for the slender, thin, pointed wing.
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X = const.

+ @

Figure 8.18 Vortex distribution in the crossflow (x = const.) plane.

Observe that the positive vorticity vector in the y—z plane points in the positive x direction,
as shown in Fig. 8.18. The velocity components in the x = const. plane, due to this velocity
potential, are

AP

v(x,y,05) = — = qt—y(y) (8.70)
ay 2
9e 1 [P

w(x, y,0) = — = -— ¥ (o) (8.71)
0z 27 J 2 (y = o)

Because of the slender-wing assumption, only the local trailing vortex distribution (parallel
to the x axis) will affect the near field downwash. By substituting this vortex distribution
induced downwash into the wing boundary condition, Eq. (8.63) becomes

1 b(x)/2 dyO

— Y (o)
27 J )2 vy — o)

= —Qoott(x) (8.72)

Comparing this form of the boundary condition with the formulation for high aspect ratio
wings (Eq. (8.11)) clearly indicates that because the slender-wing assumption was used the
effect of the spanwise vortices was neglected.

The solution for the vortex distribution, at each x station, is reduced now to the solution
of this equation for y(y) with the additional condition that

b(x)/2
f y(»)dy =0 (8.73)
—b(x)/2

Because of the similarity between this integral equation (Eq. (8.72)) and the lifting-line
equation (see Egs. (8.10) and (8.11)), a solution of similar form is proposed. Let the spanwise
circulation I'(x, y), at each x section, be an elliptic distribution as in Eq. (8.21):

y 241/2
Fx,y)=T(y) = Fmax[l - (b(x)/2> ] (8.74)

The physical meaning of this circulation is best described by observing the horseshoe vortex
structure shown in Fig. 8.17, where the downwash induced by the spanwise segments of
the horseshoe vortices ahead of this x station is neglected when evaluating the boundary
conditions. Then if the total circulation ahead of an x = const. chordwise station is replaced
by a single spanwise vortex line, as shown in the left side of Fig. 8.17, then its strength will
be I'(y).
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The spanwise distribution of the trailing vortices (shown in Fig. 8.18) is obtained by
differentiating with respect to y (as in Eq. (8.41)):

dU'(y) Al y

y(y) =— = (8.75)
dy b 1= (v/b(x)/2)]
Substitution into the integral equation, Eq. (8.72), results in
1 /b(x)/2 4Fmax Yo dy
5= —Qoor(x) (8.76)
270 Lo DY T = o/b)/271 0 = 30)

But this integral has already been evaluated in this chapter (see Eq. (8.22)) and resulted in
a constant spanwise downwash. With the use of the results of Eqgs. (8.22) and (8.24) the
spanwise integration yields

/b(x)/z Yo dyo _ _7mb(x) 8.77)
—b2 /1 = (yo/b(x)/2)*] (Y = Yo) 2
and Eq. (8.76) becomes

Fmax _

o) Qoo0r(x) (8.78)

which shows that the spanwise induced downwash due to an elliptic circulation distribution
is constant and independent of y. The value of 'y, is easily evaluated now and is

Pimax = b(x) Qoott(x) (8.79)

To establish the relation between the velocity potential and I" consider a path of integration
along the local y axis (for a x = const. section),

y I
O(x, y, 04) = f FrO) 4 o TO)
—b(x)/2 2 2

where the integration starts at the left leading edge of the x = const. station and the integra-
tion path is above (0+) or under (0—) the wing. Therefore, the potential jump (A ®) across
the wing and the lift of the wing portion ahead of this x station (0 Q. I'(y)) are elliptic too
and we have

A®(x = const., y) = &(x, y,0+) — ®(x, y,0—) =2P(x, y, 04)
=TI'(x =const., y) =I'(y) (8.80)

as shown in Fig. 8.19. Note that the local I'(y) is equivalent to the sum of all the spanwise
bound vortex segments of the horseshoe elements ahead of it (see left side of Fig. 8.17) and
therefore is equivalent to the lift of the wing portion ahead of this x station.

Substituting y (y) and I'ax into Egs. (8.69)—(8.71), we can obtain the crossflow potential
and its derivatives:

O(x, 3, 04) = £ 0ue(v) ) 1 ‘(;,(xy) /2) —iQooau)J

(8.81)

D 3 b(x)T?
u(x,y,Oi)=§(x,y,0i)=iQma{a(x) [%)] —yz} (8.82)
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Ad(y) =T(y)

X

Figure 8.19 Elliptic spanwise loading of the slender thin wing.

This differentiation can be executed only if wing planform shape b(x) and angle of attack
a(x) are known. The spanwise velocity component is

v _ Qooya(x)

:F
2 VIb(x)/2) = y?

(Note that this result for y(y) can also be obtained by a direct inversion of the integral equa-
tion (Eq. (8.72)), which is identical to the integral equation of thin-airfoil theory (Eq. (5.39))
with the camber term deleted. This inversion is given in Eq. (7.18) where the circulation is set
equal to zero and y = 2u;;.) Based on the boundary conditions stated in Eqgs. (8.71)—(8.72)
the downwash on the wing is

P
v(x, y,0%) = 5(’“’ y,0+)=F (8.83)

oD
wx,y,0+) = a—z(x, y,0+) = — Qoo (x) (8.84)

The aerodynamic loads will be computed with the use of the linearized Bernoulli equation
(Eq. (4.52)). The pressure jump across the wing is given by

B
Ap = p(x,y,0-) — p(x,y,04+) = onoaAﬂb (8.85)

and this pressure difference across the wing is then

3 3 b(x) 7
Ap=meaA<b=2pQ§o£{a(x> [%} —y2}

— 02 i{a(x)b(x)[1 _< y )2}1/2} (8.86)
*ax b(x)/2

For example, let us assume that the wing’s angle of attack is constant «(x) = « and for this
case the pressure difference becomes

b(x)db(x)/dx

8.87
[b(x)/2F — y? (&40

P
Ap(x,y) =5 Q%o
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X

Figure 8.20 Spanwise pressure difference distribution of the slender wing at an x = const. plane.

This spanwise pressure distribution is plotted in Fig. 8.20, and for a delta wing with straight
leading edges, the pressure is plotted in Fig. 8.21. It is clear from these figures that this
solution has an infinite suction peak along the wing leading edges. It seems as if the trailing
edges of a high aspect ratio wing (while being swept backward) were folded into the root-
chord and they are not visible, and consequently the lowest Ap at each x station is at the
center chord. Also, since the trailing edge is not visible, the Kutta condition is not fulfilled
along the “real trailing edge,” which resembles the side edges of this imaginary high aspect
ratio wing.

The longitudinal wing loading is obtained by an integration of the spanwise pressure
difference. This may be simplified by recalling the approach used for Eq. (8.25), indicating

Leading
edge

AR =1, delta wing

Trailing edge

Figure 8.21 Pressure difference distribution on a slender delta wing.
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that the following integral is equal to half the area of the corresponding ellipse:

[ (e )2} Cay = T (8.58)
—b(x)/2 b(x)/2 4

Using this result for the spanwise integration we get

dL b(x)/2 b(x)/2 y 291/2

dx /b<x)/2 Apdy = pOs, {a(x)b(x) -/b(x)/Z |: (b(x)/2> ] dy}

2
= T2 D a(op(a)’] (8.89)

The interesting conclusion from this equation is that if there is no change either in o(x)
or in b(x), there will be no lift due to this section. Also, for a wing with linear b(x) (delta
wing) and constant « the longitudinal loading is linear too.

The lift of the wing from the tip to a section x is obtained by integrating dL/dx along x:

L= | " Tax =T p 0 laopey] (8.90)
0 X 4

This means that the lift of the wing up to a given x station depends on the local «(x), b(x),
and db(x)/dx only. For the complete wing, therefore, it is a function of its maximum span
b and « (at this chordwise station):

L= %inoozbz (8.91)

When the wing extends behind its maximum span (and the slope db(x)/dx is negative) the
contribution to the lift due to this portion is excluded by this model. Therefore, by using
the maximum span in Eq. (8.91) the difficulties for wings having negative db(x)/dx near
the trailing edge are avoided.

The spanwise loading, at any x station, is obtained in a similar manner:

dL

27172
— — )2 _ M
D PQul(y) = onob(X)a(x){l |:b(x)/2:| } (8.92)

which is an elliptic spanwise load distribution, as shown in Fig. 8.19. The lift up to any
section x can be obtained by the integration of the spanwise loading, as well:

b2 g1

L(x) =/ dy dy = —/)Q [ (x)b(x)] (8.93)
b/2

The lift coefficient is obtained by using Eq. (8.91),
=T Tr (8.94)
SRR AR R '
and the induced drag coefficient (using Eq. (8.29)) for this elliptic distribution is
15,
Cp, = ~ L= CL— (8.95)

If the drag force is a result of the pressure distribution only then its magnitude is expected
to be Cra, but this result of Eq. (8.95) indicates that the “leading-edge suction” is reducing
the drag by a factor of two. This can be shown by observing the suction force acting along
the leading edges, as shown schematically in Figure 8.16, which is a result of the rapid
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turning of the flow at this point. The magnitude of this force was calculated in Section 6.5.3
(Eq. (6.52)) and is positive along the right leading edge,

npb(x)

Fy = (Qoo)?

and negative along the left leading edge (here, for simplicity, «(x) = « was assumed). Since
this force acts on both leading edges of the wing no net sideforce is created; however, these
forces will have a forward pointing component of magnitude 7j:

n= -2 [ R e To0ke [0

dx 4
2
T, ,b o
= —— — = —L—-
5P 9% 2

Consequently the drag force is the pressure difference integral Lo minus the leading edge
thrust Lo /2 and is equal to only one half of La, as obtained in Eq. (8.95).
The pitching moment about the apex of the Wing is

/ —xdx = ——pQ / —[a(x)b(x)*] dx (8.96)

Again, to evaluate this integral, the angle of attack and span variation with x are needed.
As an example, consider a flat triangular delta wing with a constant angle of attack o where
the trailing edge span is by g, that is,

X
b(x) = bre.—
c

Substituting this into Eq. (8.96) gives
T ¢ d 2¢ 2¢
MOZ—ZPQ?,O/(; XE[ b%Ei|dx___PQ2 ab%‘E 3 __L? (8.97)

and the center of pressure is at the center of the area,

. My 2
Tep 200 : (8.98)

8.2.3  The Method of R. T. Jones®>

The results of slender wing theory were obtained by R. T. Jones in a rather sim-
ple and elegant manner in 1945. Here we shall follow some of the basic ideas of his
method.

First, let us examine the flowfield due to a slender pointed wing in the cross-flow plane
(as shown in Fig. 8.22). This plane of observation is fixed to a nonmoving frame of reference,
and as the wing moves across it, its momentary cross section increases. Since the flow is
attached to the wing, the flowfield in this two-dimensional observation plane is similar to
the case of a flow normal to a flat plate (see Fig. 8.23). The velocity potential difference
across the plate for this flow, as was shown earlier (Section 6.5.3), is

2
y
AP =bw, /1 —|— 8.99
of1-(72) 9
where b is the span of the plate and w is the normal velocity component (in this case
w(x) = Qa(x)). However, this two-dimensional flow will not result in any forces because
of the symmetry between the upper and lower streamlines. The only way to generate force,
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Stationary plane of
observation

Figure 8.22 A slender wing moving across a stationary plane.

in this situation (with zero net circulation), is to create a change with time (e.g., due to
the p(0®/9t) term in the unsteady Bernoulli equation, Eq. (2.35)). Consequently, the R.
T. Jones model suggests that the lift will be generated only if the fluid particles will be
accelerated, relative to a “ground-fixed” observer.

To demonstrate this principle, consider the two-dimensional plate of Fig. 8.24, as it is
being accelerated downward (causing an upwash w). The resulting force per unit length Ax
will be

AL 9 b/2 9 b/2 y 2
— =p— ACIDdyz,o—/ bw [1—|-—=] dy
Ax ot —b/2 ot —b/2 b/2

0 T
=p—|wh*= 1
'Oat |:w 4] (8.100)

This result can be viewed as the “added mass™ of the fluid that is being accelerated by
the accelerating plate. Following Newton’s second law we can calculate the force due to
accelerating fluid with added mass m’ by a massless plate as

AL d(m'w)

Ax — dt

Comparing this formulation with Eq. (8.100) we see that the added mass becomes

m = pr% (8.101)

which is equivalent to the mass of a fluid cylinder with a diameter of b.
Now, after establishing the added mass approach it is possible to follow the method of
R.T. Jones for the slender pointed wing. The lift on the segment of the slender wing that is
passing across the plane of observation in Fig. 8.22 will be due to accelerating the added

T

Figure 8.23 Schematic description of the cross-flow streamlines.
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Direction
of plate
acceleration

Figure 8.24 Two-dimensional flow resulting from the downward motion of a two-dimensional flat
plate.

mass of the fluid:

AL dm'w) dm'w)dx dm'’

Ax T dr T dx a2y
where w(x) = Qxott(x), da(x)/dx is negligible, and dx/dt = Q. Substituting the added
mass m’ from Eq. (8.101) yields

AL 7 db(x)? db(x)

Ax 4 dx dx
This equation is equivalent to Eq. (8.89) and again states that there will be no lift if b(x) is
constant with x.

To obtain the lift, drag, and pitching moment, Eq. (8.102) is integrated, and this yields
the same results as presented in the previous section.

pQoa(x)

= pQ%a(n)Zh(x) (8.102)

8.2.4  Conclusions from Slender Wing Theory

The slender wing solution presented here is based on the small-disturbance assump-
tion, which automatically restricts the range of wing angle of attack. But in this particular
case of slender wings, the incidence range is more limited than for high aspect ratio lifting
wings because of flow separation along the leading edges. This effect will be discussed in
Chapter 15, and in general, these leading-edge separated flow patterns will begin at angles
of attack of 5°-10° (depending on leading-edge radius).

The main importance of this slender wing theory is that it provides a three-dimensional
solution for the limiting case of very small aspect ratio wings. These results can serve as
test cases for more complex panel codes, within the limit of small incidence angles.

The slenderness assumption, where one coordinate is larger than the other two, allowed
the local treatment of the two-dimensional cross-flow. This logic can be carried over to more
advanced methods and also for treating supersonic potential flows. This becomes clear when
examining Eq. (4.73), where by omitting the x derivatives, the Mach number dependency
is lost too.
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Figure 8.25 Nomenclature used for slender body theory.

The wake influence in this analysis was assumed to be small (negligible), which is, again,
a good test case for more advanced panel codes.

8.3 Slender Body Theory

As a final example of classical small-disturbance theories, consider the flow past
a slender body of revolution at a small angle of attack «, as shown in Fig. 8.25. It is
convenient to use the cylindrical coordinates x, r, 6 and then the surface of the slender body
of revolution is given as

F=r—R(x)=0 (8.103)

If the length of the body is [, slenderness means that the ratio of body radius R(x) to length
is small and, for small disturbances, the angle of attack « is small as well, that is,

R&) ‘ RO 1 (8.104)

— K1, 1,
] < oKL I

Laplace’s equation for the perturbation potential (in cylindrical coordinates) is given by
Eq. (1.33) as

RRL) PRI 10® 1 3920
_ R 8.105
0x2 + or? +r or +r2 062 ( )

where r = [y? + z2]-.
In this coordinate system the free-stream velocity is

Qoo = Usey + Weoe, = Ox[cosae, + sina(sinfe, 4+ cosbey)]
~ Qcolex + a(sinbe, + cosbey)] (8.106)

Following the method of Section 4.2, the zero normal velocity component boundary
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condition on the body surface is given by V®* - VF = 0, which yields:

od . ad dR(x)
— + Oasind — | — + O =
or ax dx

0 for r = R(x) (8.107)

The small-disturbance version of this boundary condition is obtained after neglecting the
smaller terms (according to Eq. (8.104)):

aaib(x, R,0) = QsR'(x) — Qursind (8.108)
p

where R'(x) = dR(x)/dx and it is noted that the boundary condition has not been transferred
to the body axis. The reason for this is that the velocity components of this flow are singular
at the axis and the application of the boundary condition must be performed with care.

At this point it can be seen that the small-disturbance flow past a slender body of revo-
lution at angle of attack can be replaced by two component flows, the axisymmetric flow
past the body at zero angle of attack with body boundary condition

I )
5 R.6) = QR (x) (8.1084)

and the flow normal to the body axis with free-stream speed Q.. and body boundary
condition

I
5o (0. R.6) = —Qasind (8.108b)
.

In the next two sections these two linear subproblems will be formulated; the complete
solution is their sum.

8.3.1  Axisymmetric Longitudinal Flow Past a Slender Body of Revolution
The axisymmetric version of Laplace’s equation (Eq. (8.105)) is
P P 199
TSy
ax2  o9r:  roor
and the body boundary condition is given by Eq. (8.108a). The solution is modeled by a dis-
tribution of sources of strength o (x) per length along the body axis on the strip 0 < x <1,
z = 0 (Fig. 8.26), and the problem is essentially the axisymmetric version of the two-

dimensional thin-airfoil problem. The perturbation velocity potential and velocity compo-
nents for this distribution are obtained by integrating the equations of the point source (see

(8.109)

A
r
P
dR(x) _ or
& Oa
s _ W
I/ N~
0 N~ _~ o(x) R(x)
— % PN o ° ; -
X

Figure 8.26 Source distribution along the x axis.
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Source

Figure 8.27 Cross-sectional view of the source distribution.

Section 3.4) along the x axis:

-1 !
O x) = 2 o (xo) dxo

0 (8.110)
4 Jo f(x — x0)> + 12
oD 1! o (xo)r dxg
rx) = = 8.111
9r(r, %) or 4w Jo [(x — x0)* +r2]3/2 ( )
S —x0)d
g =2 oba)x — xo)dxo (8.112)

ax  4m o [(x —x0)* +r2]P/2

To satisfy the body boundary condition (Eq. (8.108a)), which states that the flow is
tangent to the surface,

i=R’(x) at r=R

O
we use the slenderness arguments developed in slender wing theory and consider a mass
balance in the cross-flow plane (see Fig. 8.27). Surround the body axis with a circle of
radius r. The volume flow (per unit length, Ax) through this circle is equal to the source
strength

o(x) =2nrq, (8.113)

If Eq. (8.113) is evaluated at r = R and the boundary condition of Eq. (8.108a) is used, the
source strength is found to be

R, 45

d
o(x) = 2RO~ S

(8.114)

where S(x) is the body cross-sectional area. The potential and velocity components are then
found by substituting o (x) into Eqgs. (8.110)—(8.112):

—00 ' S'(x0)dxo

®(r, x) = 8.115
) =—"= | TR (8.115)
0P O [1 S'(xo)rdxo
w0 =5 = 0 [ (8.116)
0P Ou [ S'(x0)(x — x0)dixo
qulrx) = oo == /0 [ — xo) 1 122 (8.117)
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8.3.2  Transverse Flow Past a Slender Body of Revolution

The governing equation for the perturbation velocity potential is Laplace’s equation
(Eq. (8.105))

?®  92® 190 1 3%
ax2  9r:  r or  r? 90?
and the body boundary condition is given by Eq. (8.1085),

I
5o (0. R.6) = —Qasin (8.108b)
.

=0 (8.105)

The two-dimensional flow (in the y—z plane) of this problem resembles the flow past a cylin-
der, which was solved in Section 3.11. Therefore, the solution to this problem is modeled
by a distribution of doublets of strength p(x) per length on the strip 0 < x </, z = 0. The
doublet axes point in the negative z direction opposing the stream. The velocity potential
and velocity components are given by integration of the point elements (see Section 3.5)
along the body’s length:

1! in6 d
o(r, 6, x) = —[ wxo)r sin6 dxxg (8.118)
4 Jo [(x — x0)? + r2]3/2
.9.7) ad 1 ! (xo)sin®dxg 3 /’ w(xo) sin 6r2 dxg
o, X)= — = — - —
! or — dr o [c—x0P + PP ax Jy (& —x0? + T
(8.119)
190 1 (' u(xg)cos6dxg
0, x)= —— = — 8.120
0000 = 50 T am o [ =xop + 2P0 (8.120)
e =3 [! — in6 d
(0. x) = _ WU(xo)(x — xo)r sin 0 dxg 8.121)

ox  4m Sy [(x —x0)? + 2P

To satisfy the body boundary condition consider the flow in the cross-flow plane
(as shown in Fig. 8.28). This is simply the flow past a circular cylinder, and its radial velocity
component from Section 3.11 is (u(x)/27)(sin 6/ R*(x)). Thus the boundary condition at
r = R becomes

in®
= @ Yo — Qo sinf
27 R%(x)

and the doublet strength is found to be

0P
ar

w(x) = 27 Qoo R*(x) = 2Qoox S(x) (8.122)

For small values of r (including the body surface) the solution is the flow past the circle in
the cross-flow plane and the perturbation potential and velocity components are

&(r, 6, x) = QooaRZSi%e (8.123)
qr(r,0,x) = —Qooast%e (8.124)
do(r. 0, x) = Qooachjsze (8.125)
qx(r, 0, x) = g = 2QooaRR/Si%6 (8.126)
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Doublet

N

I

Figure 8.28 Cross-flow model using doublet distribution along the x axis and pointing in the —z
direction.

Note that since the doublet strength is a function of x, the streamwise (axial) velocity
component is unequal to zero.

8.3.3  Pressure and Force Information

The perturbation velocity field for the flow at angle of attack past a slender body
of revolution is obtained by adding the results from Sections 8.3.1 and 8.3.2. The velocity
field will be evaluated on the body surface for the determination of the forces and pitching
moment.

For the axisymmetric problem of Section 8.3.1, the radial velocity component is given
by the boundary condition (Eq. (8.108a)) as

qr = Qoo R'(%) (8.127)

The axial component of velocity can be determined by taking the limit of Eq. (8.117) as the
radial coordinate approaches zero. Let us denote this component as

qx = qxA (8.128)
It is given in Karamcheti! (p. 577) as
1
Gra = %S"(x)lnz + %/ S”(x0) In |x — xo| dxg (8.128a)
2 2 A4Ar Jy

The radial, tangential, and axial velocity components of the transverse problem of Sec-
tion 8.3.2 are found by substituting » = R in Egs. (8.124)—(8.126). The complete velocity
distribution on the body surface is obtained by adding the free-stream components from
Eq. (8.106) to the perturbation components to get

q(x,7,0) = (Qc + gx, Qoo sinf + q,, Qootx cos b + qp) (8.129)
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Substituting Eq. (8.129) into the pressure coefficient equation yields

2 2 . 2 2 2 2
9 _ _ 4 _ —a(q,sine + gg cos0) — 9 T 9 t49;

C,=1—— =
’ 0% O O 0%

(8.130)

By an inspection of the velocity components we see that the magnitude of the squares
of the cross-flow plane components is comparable to the magnitude of the axial component
itself and therefore the only term in the pressure coefficient equation that can be neglected is
—q?/ Q% . The perturbation components from Eqs. (8.124)—(8.126) are substituted into
the modified Eq. (8.130) and after some manipulation the pressure coefficient becomes

2q, .
C,=—"BA (R — 4aR'sin + a*(1 — 4cos 0) (8.131)
O
The force acting on the slender body is given by
I p2m
F:—/pndS:—/ / pnR do dx (8.132)
s 0 Jo

where dx is the slender-body approximation for the length element. The slender-body
approximation for the unit normal is

n=e, — R'e, = —R'e, + cosfe, + sinfe, (8.133)

and substituting this into Eq. (8.133) yields the force components in the three coordinate
directions:

l 2w
F, = / / R'Rpdf dx (8.134a)
0o Jo
I p2m
F, = —/ / Rpcos8dbdx (8.134b)
0 Jo
! 2
F, = —/ / Rpsinf do dx (8.134¢)
0 Jo
The rate of change of the force components with respect to x is given by
de , 2
=—R'R pdo (8.135a)
dx 0
dFy 2
— =—R pcos6do (8.1350)
dx 0
dF, o
— = —R/ psinf do (8.135¢)
dx 0

To use the pressure coefficient from Eq. (8.131) in Egs. (8.135) the pressure is written as

1
p=3P0%Cp+ poo (8.136)

and after Egs. (8.131) and (8.136) are substituted into Egs. (8.135) and the integration is
performed, the axial rate of change of the force components becomes

dF, 1 x , /
= I:poo—Epng<a2+Z—A+(R )2)]5 (8.137a)
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dF,
X =0 (8.137b)
dx
dF, ,
= pQ%as (8.137¢)

The side force distribution is zero and therefore the side force is also zero. The normal
force distribution is proportional to the angle of attack and rate of change of cross-sectional
area, a result obtained by Munk (see Sears®#). An integration in x shows clearly that the
normal force on the body is zero if the body’s ends are pointed. A similar result can be
obtained for the axial force, which is also zero if the body’s ends are pointed (see Ward®>).

The moment about the origin is given by

! 2
M = —/ / r xnpRdfdx (8.138)
0 Jo

where the position vector r is seen to be
r = xe, + Re, = xe, + Rcosfe, + Rsinfe, (8.139)

The components of the moment about the x and z axes are zero from symmetry considera-
tions and the pitching moment about the y axis is

1 1 2
M, = Epggofo /0 (x + RR)sinfRC, db dx (8.140)

With the use of Eq. (8.135c¢) the pitching moment can be written as
! dF,
M, = —/ (x + RR)—dx (8.141)
: 0 dx

The second term in the integrand is neglected as being second order and, after an integration
by parts, the pitching moment becomes

1 !
M, = —inoa/ xS dx = —inoa[xS% —f de} =pQiaV  (8.142)
0 0

where V is the body volume

8.3.4  Conclusions from Slender Body Theory

The above results for the aerodynamic forces acting on slender bodies show that
for pointed bodies there is no lift and no drag force, but there is an aerodynamic pitching
moment. This important result is very useful when checking the accuracy of numerical
methods that calculate the lift and drag by integrating the surface pressure over the body
(and may result in lift and drag that are different from zero). Lift and drag forces are
possible only when the base is not pointed, and a base pressure exists that is different than
that predicted by potential flow theory (e.g., due to flow separations). Some methods for
the treatment of bodies with blunt bases are presented by Nielsen.3

8.4 Far Field Calculation of Induced Drag

It is possible to compute the forces acting on a body or wing by applying the
integral form of the momentum equation (Eq. (1.19)). For example, the wing shown in
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4

Wing

Spanwise vortex

strength Trefftz plane S

(x = const.)

Figure 8.29 Far field control volume used for momentum balance.

Fig. 8.29 is surrounded by a large control volume, and for an inviscid, steady-state flow
without body forces, Eq. (1.19) reduces to

/pq(q~n)dS=F—/pndS (8.143)
s s

where the second term in the right-hand side is the integral of the pressures. A coordinate
system is selected such that the x axis is parallel to the free-stream velocity U, and the
velocity vector, including the perturbation (u, v, w), becomes

q=Us + u, v, w)

If the x component of the force (drag) is to be computed then Eq. (8.143) becomes
D=— / PUso + u)[(Uso +u)dy dz + vdx dz + wdx dy] — / pdydz
s s

The pressures are found by using Bernoulli’s equation:
P~ P = gU; — g[(Uoo +uy + v+ w? = —puly — g(u2 + 2+ w?)

Substituting this result into the drag integral yields

D= —pf Uso(Uoo +u)dydz —Pf(Uw 4+ u)udydz+vdxdz+ wdxdy)
s s
+p/quodydz+gf(u2+v2+w2)dydz (8.144)
s s
Note that the second integral will vanish as a result of the continuity equation for the

perturbation, and the first and the third will cancel out. Now if the control volume is large
then the perturbation velocity components will vanish everywhere but on the wake. If the
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Lifting line

Trefftz plane

Figure 8.30 Trefftz plane used for the calculation of induced drag.

flow is inviscid, then at this plane St shown in Fig. 8.30 (called the Treffiz plane) the wake
is parallel to the local free stream and will result in velocity components only in the y and z
directions (thus u? < v?, w?). Therefore, the drag can be obtained by integrating the v and
w component on this plane only:

ad\? [0\’
D=L @+ widydz = 3/ [(—) + (—) }dydz (8.145)
2 Js, 2 Js, L\ 9y dz

where @ is the perturbation velocity potential. Use of the divergence theorem to transfer
the surface integral into a line integral (similar to Eq. (1.20)) results in

ad\? [0d)\? 2d 9D 9D
= = O — + — ) |dydz= | o—ai
/_;|:<3)’> +(BZ> * (8y2+8zz>]y ¢ /c an

The third term in the first integral is canceled since in the two-dimensional Trefftz plane
V2® = 0and the integration is now limited to a path surrounding the wake (where a potential
jump exists). If the wake is modeled by a vortex (or doublet) distribution parallel to the x
axis, as in Fig. 8.30, the formulation of Section 3.14 for continuous singularity distributions
can be used. Because of the symmetry of the induced velocity above and under the vortex
sheet this integral can be reduced to a single spanwise line integral:

o [bur2 o (bl
D= ——/ Adwdy = ——/ T'(y)wdy (8.146)
—bu/2 2J 2

and the minus sign is a result of the 9 ®/dn direction pointing inside the circle of integration
and b,, is the local wake span. In Eq. (8.146) a horseshoe vortex structure is assumed for
the lifting wing, but the wake span is allowed to be different than the wing’s span (e.g., due
to self-induced wake displacement).

Following the same methodology, the lift force can be derived as

by /2 by/2
L = ;OUoo/ Addy = ono/ I'(y)dy (8.147)
—by/2 by /2
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The above drag formula may be useful in measuring the accuracy of data obtained by
numerical integration of the local pressures. As an example for the use of Eq. (8.146),
consider the elliptic lifting-line model of Section 8.1. The downwash at the lifting line
(point A in Fig. 8.30) due to the elliptic load distribution is constant (Eq. (8.24)):

Fmax

2b

This was a result observed on the lifting line due to the semi-infinite trailing vortex lines.
However, far downstream at a point B (in Fig. 8.30) the downwash is twice as much since
to an observer at this point the vortex sheet seems to be infinite in both directions. Using
the elliptic distribution I'(y) of Eq. (8.21) and substituting w; into Eq. (8.146) we find that
the drag force becomes

w; = — 0ol = —

b/2
P b T,
D =-Lou; T'(y)dy = —pw; — max = —pI'2
2w/_,,/2 (M dy = =pwi—=Tmax = <P,
which is exactly the same result as in Eq. (8.27). Also, in this case a rigid wake model is
used and the wake span b,, was assumed to be equal to the wingspan b.
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Problems

8.1. Consider the Fourier coefficients for the lifting-line circulation in Eq. (8.42). Show
that for wing loading symmetrical about the midspan the even coefficients are zero
and for antisymmetrical loading the odd coefficients are zero.

8.2. The governing equation for the Fourier coefficients in Problem 8.1 is Eq. (8.58).
One method for the numerical solution of this equation is to set all coefficients
equal to zero for n greater than some value, say N, and to evaluate the equation for
N values of 8. The N linear equations for the unknown coefficients can then be
solved using standard techniques. This is called the collocation method. Use the
collocation method to find the Fourier coefficients for a flat rectangular wing of
aspect ratio 6 for N = 3, 5, 7 (two-, three-, and four-term expansions). Calculate
the lift and induced drag coefficients for these three cases.

8.3. Find the vortex distribution for slender wing theory by the direct integration of
Eq. (8.72) with the use of the results of Section 7.1.

8.4. Consider the flow past a flat elliptic planform wing at angle of attack «. A flap
whose extent covers the center half of the wing span is deflected such that the
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8.5.

zero-lift angle distribution along the span is given by

b b
ar, = =P, —Z<y<Z
b b
ar, =0, —§<y<—Z and Z<y<5

where B is constant.
Find the wing lift coefficient and circulation distribution and plot the circulation
distribution to study its behavior at the tip of the flap. Use lifting-line theory.

Study the effect of ground proximity by examining two- and three-dimensional
vortex line models. For the two-dimensional case assume that the flat plate is at an
angle o to the free-stream U, but both the vortex and the collocation points of
the lumped-vortex element are elevated by 4 above the z = 0 plane.

a. Derive the “zero normal velocity” boundary condition at the collocation point
for this lumped-vortex model.

b. For the three-dimensional case use the vortex line model of Section 8.1.2 and
assume that the wing and its image lie in the z = =/ planes, respectively. Derive
an expression for the influence of the image wake system on the wing in terms
of h.

c. Modify the lifting-line equation (Eq. (8.11)) to include ground effect, based on
your finding in a and b.



CHAPTER 9

Numerical (Panel) Methods

In the previous chapters the solution to the potential flow problem was obtained
by analytical techniques. These techniques (except in Chapter 6) were applicable only
after some major geometrical simplifications in the boundary conditions were made. In
most of these cases the geometry was approximated by flat, zero-thickness surfaces and
for additional simplicity the boundary conditions were transferred, too, to these simplified
surfaces (e.g., at z = 0).

The application of numerical techniques allows the treatment of more realistic geometries
and the fulfillment of the boundary conditions on the actual surface. In this chapter the
methodology of some numerical solutions will be examined and applied to various problems.
The methods presented here are based on the surface distribution of singularity elements,
which is a logical extension of the analytical methods presented in the earlier chapters. Since
the solution is now reduced to finding the strength of the singularity elements distributed
on the body’s surface this approach seems to be more economical, from the computational
point of view, than methods that solve for the flowfield in the whole fluid volume (e.g.,
finite difference methods). Of course this comparison holds for inviscid incompressible
flows only, whereas numerical methods such as finite difference methods were basically
developed to solve the more complex flowfields where compressibility and viscous effects
are not negligible.

9.1 Basic Formulation

Consider a body with known boundaries Sg, submerged in a potential flow, as
shown in Fig. 9.1. The flow of interest is in the outer region V where the incompressible,
irrotational continuity equation, in the body’s frame of reference, in terms of the total
potential ®* is

V2p* =0 9.1

Following Green’s identity, as presented in Section 3.2, we can construct the general
solution to Eq. (9.1) by a sum of source o and doublet p distributions placed on the
boundary S (Eq. (3.13)):

d>*(x,y,z)=_—1 o 1 —un-V l dS+ P 9.2)
4 /58 r r

Here the vector n points in the direction of the potential jump p, which is normal to Sp and
positive outside of V (Fig. 9.1), and &, is the free-stream potential written as

Do = Uosox + Voo y + Weoz 9.3)

This formulation does not uniquely describe a solution since a large number of source
and doublet distributions will satisfy a given set of boundary conditions (as discussed in
Chapter 3). Therefore, a choice has to be made in order to select the desirable combination

206
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z o*
Sg

Body
coordinates

Wake

Figure 9.1 Potential flow over a closed body.

of such singularity elements. It is clear from the previous examples (in Chapters 4—8) that
for simulating the effect of thickness, source elements can be used, whereas for lifting
problems, antisymmetric terms such as the doublet (or vortex) can be used. To uniquely
define the solution of this problem, first the boundary conditions of zero flow normal to
the surface must be applied. In the general case of three-dimensional flows, specifying the
boundary conditions will not immediately yield a unique solution because of two problems.
First, a decision has to be made in regard to the “right” combination of source and doublet
distributions. Second, some physical considerations need to be introduced to fix the amount
of circulation around the surface Sg. These considerations deal mainly with the modeling
of the wakes and fixing the wake shedding lines and their initial orientation and geometry.
(This is the three-dimensional equivalent of a two-dimensional Kutta condition.) However,
based on the previous examples, it is likely that the wake will be modeled by thin doublet
or vortex sheets (Fig. 9.1) and therefore Eq. (9.2) can be rewritten as

1 1 1 1
D*(x,y,z) = —/ un - V(—) dS——/ O’<—> dS+ ®o  (9.2a)
4r body+wake r 4r body r

9.2 The Boundary Conditions

The boundary condition for Eq. (9.1) can directly specify a zero normal velocity
component 3®*/dn = 0 on the surface Sp, in which case this “direct” formulation is called
the Neumann problem. 1t is possible to specify ®* on the boundary, so that indirectly the zero
normal flow condition will be met, and this “indirect” formulation is called the Dirichlet
problem. Of course, a combination of the above boundary conditions is possible, too, and
this is called a mixed boundary condition problem.

An additional approach would be to search for a singularity distribution that creates
enclosed streamlines, equivalent to the geometry of the surface Sg. This method is useful in
two dimensions, where the stream function W is well defined (and hence the streamlines ¥ =
const. can be easily derived as in Sections 3.10 and 3.11), but for complex, three-dimensional
geometries the implementation of this method is difficult and will not be dealt with here.

a. Neumann Boundary Condition
In this case it is required that 0 ®*/dn will be specified on the solid boundary Spg,
that is,

V(®+dy)-n=0 9.4)

where ® is the perturbation potential consisting of the two integral terms in Eq. (9.2a). From
this point and on, for convenience, the velocity potential will be split such that @, is the
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free-stream velocity potential (Eq. (9.3)) relative to the origin of the coordinates attached
to the surface Sg. The second boundary condition (at the distant, outer boundaries of the
flow) requires that the flow disturbance, due to the body’s motion through the fluid, should
diminish far from the body,

lim V& =0 9.5)

r—0o0

where r = (x, y, z). This condition is automatically met by all the singular solutions con-
sidered here. To satisfy the boundary condition of Eq. (9.4) directly, we use the velocity
field due to the singularity distribution of Eq. (9.2):

1 a (1 1 1
VCD*(x,y,z)z—/ /LV|:—<—):| as— — GV(—) dS+ Vo,
4r body-+wake on\r 4z body r

(9.6)

If the singularity distribution strengths o and p are known, then Eq. (9.6) describes the
velocity field everywhere (of course special treatment is needed when the velocity is eval-
uated on the surface Sp). Substitution of Eq. (9.6) into the boundary condition in Eq. (9.4)
results in

1 a (1 1 1
{—/ MV[—(—)]dS—— aV(—)dS—i—VCDoo}m:O
4 body-+wake on\r 4z body r

9.7)

This equation is the basis for many numerical solutions and should hold for every point
on the surface Sp. For example, a certain number of points (called collocation points) can
be selected on the surface Sp. The boundary condition of Eq. (9.7) is then specified at
each of these points in terms of the unknown singularities at all the collocation points. This
approach reduces the integral equation (Eq. (9.7)) to a set of algebraic equations. As noted
in Chapter 3, the solution at this point is not unique, and the combination of sources and
doublets must be specified.

Note that if for an enclosed boundary (e.g., Sg) d®P*/dn = 0, as required by the boundary
condition in Eq. (9.4), then the potential inside the body (without internal singularities) will
not change (Lamb,”! p. 41), that is,

®; = const. (9.8)

a constant that could be selected as zero. This observation is important since it allows us to
specify the boundary condition (Eq. (9.4)) in terms of the potential inside Sg, which is the
Dirichlet problem (or Dirichlet boundary condition).

b. Dirichlet Boundary Condition

In this case, the perturbation potential ® has to be specified everywhere on Sp.
Equation (9.2a) does this exactly, and by distributing the singularity elements on the surface,
and placing the point (x, y, z) inside the surface S, the inner potential ®} in terms of the
surface singularity distributions is obtained:

1 a (1 1 1
Di(x,y,2) = —/ u—\-)dS—— ol - )dS+ P 9.9)
4r body+wake on \r 4r body r

Again, these integrals are singular when r — 0, and near this point, their principal value
must be evaluated. The zero flow normal to the surface boundary condition (Eq. (9.4)) is
defined now using Eq. (9.8). Therefore, the condition V(® + &) - n = 0, in terms of the
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velocity potential, becomes
P = (& + do); = const.

or

1 a (1 1 1
CD?‘(x,y,z):—/ /,L—<—> as— — o(—) dS + ®,, = const.
4 body-+wake on \r 47 body r
(9.10)

Equation (9.10) is the basis for methods utilizing the indirect boundary conditions. However,
even at this stage, there are many differences between the various methods of solution,
related to setting the value of the inner potential ®} (in addition to the differences in the
source/doublet combinations). For example, by setting & = (® + &,); = 0, Eq. (9.10)
can be solved on the surface Sg, but the resulting singularity distribution will include @
and the strength will be large.

Other values (not necessarily constant) for the inner potential can be specified too and
when the inner potential is set to @] = (® 4+ P); = P (Which is equivalent to speci-
fying Eq. (9.10) for the perturbation only in a “ground-fixed frame” where ®,, = 0) then
Eq. (9.10) reduces to a simpler form:

1 a (1 1 1
— u—(—) ds — — 0(—) ds =0 ©.11)
4 body-+wake on\r 4r body r

To justify the above, consider the Neumann boundary condition (Eq. (9.4)) 0®*/on = 0,
which is equivalent to

ad
— = —n - Q. (9.4a)
on
Recall that the value for the discontinuity in the normal derivative of the velocity potential
as given by Eq. (3.12) is

9*  90r 9D I

on an ~ on on

and since ®; = 0 then also d®;/dn = 0 on Sp. Consequently, for Eq. (9.11) to be valid,
and with the aid of Eq. (9.4a) the source strength is required to be

o =n-Qx (9.12)

where n points into the body as in Fig. 9.1.

To define this problem uniquely, the wake doublet distribution should be known or
related to the unknown doublets on S (Kutta condition). To proceed with the solution, S
is divided into discrete elements and at each of these elements Eq. (9.10) (or Eq. (9.11)) is
evaluated. This results in a set of algebraic equations for the unknown p distribution. Note
that when evaluating the integrals at a point P on the element (r — 0) then ®(P) = Fu /2
(see Section 3.14).

In this formulation, when Eq. (9.12) is used, the zero normal flow boundary condition
information is contained in the source terms and for very thin surfaces the integral may be
ill-conditioned and will cause numerical instabilities.

9.3 Physical Considerations

The above mathematical formulation, even after selecting a desirable combination
of sources and doublets, and after fulfilling the boundary conditions on the surface Sg, is not
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Figure 9.2 Vorticity system created by a finite wing in steady forward flight.

unique. Previous examples showed that for describing the flow over thick bodies without lift
the source distribution was sufficient, but for the lifting cases the amount of the circulation
was not uniquely defined. Before proceeding further (and using the information developed
in Chapter 8), let us examine the case of a lifting wing, as viewed from a large distance
(Fig. 9.2). For simplicity, the bound vortex is represented by a concentrated vortex line with
the strength I' (=I'x =I'y). According to the Helmholtz theorems (Section 2.9) a vortex
line cannot start in a fluid and similarly to Eq. (4.64) we can write
or, —ar,

=2 9.13
ox ay ( )

which for the simple case of Fig. 9.2 implies that the problem is modeled by one constant-
strength, closed vortex line. Also, the amount of the bound circulation is

2
1

where point 1 lies under and point 2 is above the (very) thin wake. These two arguments
clearly demonstrate that for the three dimensional lifting problem there is a need to model
a wake, since the bound vorticity needs to be continued beyond the wing. Also, as shown
in Fig. 9.2, for the wing to have circulation I" at a spanwise location (see Section 3.14), a
discontinuity in the velocity potential near the trailing edge must exist:

o, -9 =T

where @, is under and &, is above the wake. Now we are in a position where the additional
physical conditions, required for a unique solution, can be established in relation to a wake
model. This model has to specify two additional conditions:

1. To set the wake strength at the trailing edge.
2. To set its shape and location.

a. Wake Strength
The simplest solution to this problem is to apply the two-dimensional Kutta con-
dition along the three-dimensional trailing edge (as shown in Fig. 9.3) such that

yre. =0 (9.14)

Since, for example, in the two-dimensional case du(x)/dx = —y(x) (as in Section 3.14)
the above condition can be rewritten for the trailing-edge line, such that u is constant in the
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Figure 9.3 Implementation of the Kutta condition when using surface doublet distribution.

wake (u1,,) and equals the value at the trailing-edge (urg ), that is,

HrE = const. = uwy

or
my —pL —puw =0 (9.15a)

where wy and pp are the corresponding upper and lower surface doublet strengths at the
trailing edge, as shown in Fig. 9.3. An alternate formulation equates the upper and lower
velocities at the trailing edge:

Iy _ O
ds  ds

where s is a coordinate along the trailing-edge upper and lower surfaces. This formulation
is more useful for airfoils with very thin or even cusped trailing edges.”? As an example,
the specification of the Kutta condition in terms of constant-strength doublet elements (or
vortex rings) is shown in Fig. 9.4 (here for convenience a positive doublet points into the
wing). At the wing’s trailing edge, the trailing segment of the upper doublet will have a
strength of —I"y, the leading vortex segment of the lower surface (which is now inverted)
will be +1I"z, and the leading segment of the wake vortex is +I"y. Thus, the strength of the
wake panel in terms of the local circulation I is again

—Ty+T+Tw=0
or, exactly as in Eq. (9.15q),
'y =Ty —-Ty (9.16)

(9.15b)

In certain situations the shape of the trailing edge is also important. For example, Fig. 9.5a
shows a situation where the flow leaves the trailing edge smoothly and parallel to the cusped

Positive direction of I

u, =Ty pw =Tw = APy

Figure 9.4 Implementation of the Kutta condition when using vortex ring elements.
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Figure 9.5 Possible conditions that can be applied at (a) cusp and (b) finite angle trailing edges.

trailing edge. In such situations this point is not necessarily a stagnation point and if the
velocity formulation is used then only the g, = 0 condition can be used. In the case that
the trailing edge has a finite angle (Fig. 9.5b), then in order to have a continuous velocity at
this point the condition ¢, = 0 can also be used.

b. Wake Shape

In two dimensions, the trailing vortex segment of the wake is ignored since it
has zero vorticity (in steady flow) and it is sufficient to specify the location of the trailing
edge where the Kutta condition is met. In three dimensions, the wake influence is more
dominant and its geometry clearly affects the solution. To distinguish between the models
for bound circulation (which generate the lift) and the circulation shed into the wake, it is
logical to assume that the wake should not produce lift — since it is not a solid surface. As
an example, let us recall the formulation for the force AF generated by a vortex sheet ~.
The Kutta—Joukowski theorem for lift (Section 3.11) states that

AF = pq x v 9.17)

For a three-dimensional case AF = 0 only if the local flow is parallel to v (we assume
~ /~0). So the condition for the wake geometry is

qxyy =0 (9.18)

or

Ywllq (9.184a)

that is, the vorticity vector is parallel to the local velocity vector.

An equivalent representation of the wake by a thin doublet sheet is obtained by noting
that vy, = —Vuw (this will be demonstrated in Chapter 10). If no force is produced by this
lifting surface then Eq. (9.18) becomes

qx Vuy =0 (9.19)
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Figure 9.6 Effect of prescribed wake geometry on the aerodynamics of an R = 1.5 wing.

So the condition for the wake panels, in terms of doublets, is
w = const. (9.19a)

and the boundaries of these elements (which are really the vortex lines) should be parallel
to the local streamlines, as in Eq. (9.18a). This condition (Eq. (9.18a)) is difficult to satisfy
exactly since the wake location is not known in advance. In most cases it is sufficient to
assume that the wake leaves the trailing edge at a median angle 87 /2, as shown in Figs. 9.3
and 9.4, whereas for portions of the wake far from the trailing edge, additional effort is
required to satisfy the condition of Eq. (9.18).

As an example of the dependence of the solution on the wake initial geometry, the results
for a cambered rectangular wing of aspect ratio 1.5 are shown in Fig. 9.6. The solution was
obtained by a first-order panel method (VSAERO’?) with 600 panels per semispan and the
corresponding lift and drag coefficients are tabulated in the inset to the figure (incidentally,
case c is the closest to experimental results).

9.4 Reduction of the Problem to a Set of Linear Algebraic Equations

At this point it is assumed that the problem is unique and that a combination of
source/doublet distributions has been selected along with a wake model and the Kutta condi-
tion. For the following example &} = @, along with Eq. (9.12) for the source strength will
be used and a constant-strength rectilinear panel is assumed (this approach is widely used in
many panel codes such as in Ref. 9.3). The body’s surface (see Fig. 9.7) is now divided into
N surface panels and into Ny, additional wake panels. The boundary condition (either Neu-
mann or Dirichlet) will be specified at each of these elements at a collocation point (which for
the Dirichlet boundary condition must be specified inside the body where ®} = ®,e.g.,ata
pointunder the center of the panel). In most cases, though, the point may be left on the surface
without moving it inside the body. Rewriting, for example, the Dirichlet boundary condition
for each of the N collocation points, we can transform Eq. (9.11) into the following form:

N 1 1 Ny 1 1
Z—f Mn-V(—)dS+Z—/ ,un-V(—)dS
k=1 4 body panel r =1 AT Jwake panel r

N

1 1
> — o (—) dS=0 (9.20)
k=1 4w body panel r
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Figure 9.7 Approximation of the body surface by panel elements.

That is, for each collocation point P (shown in Fig. 9.7) the summation of the influences
of all k£ body panels and ¢ wake panels is needed. The integration in Eq. (9.20) is limited
now to each individual panel element representing the influence of this panel on point P.
For a unit singularity element (o or w), this influence depends on the panel’s geometry only.
The integration can be performed analytically or numerically, prior to this calculation, and
for example for a constant-strength & element shown in Fig. 9.8 the influence of panel &
(defined by the four corners 1, 2, 3, and 4) at point P is

1 a (1
— —(-)dS
47T 1,2,3,4 8n r
and for a constant-strength o element
-1 1
ol (G)as
4 J1234 \1

These integrals are a function of the points 1, 2, 3, 4, and P and an “influence computing
routine” can be schematically defined as

=C, 9.21)

k

= B, (9.21a)

k

Xp,yYp,2p

222 influence Au, Av, Aw

X3,y37z3 = coefﬁcu.int = < ’Adb’ ) (9.22)
e calculation P

X4, Y4, 24
7

Of course, in this case A®p = Ci. After computing the influence of each panel on each
other panel, Eq. (9.20) for each point P inside the body becomes

N Ny N
Z Cruy + Z Copty + Z Biop =0 for each internal point P (9.23)
k=1 =1 k=1
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Figure 9.8 Influence of panel k on point P.

This equation is the numerical equivalent of the boundary condition. If the strengths of
the sources are selected according to Eq. (9.12) and since the coefficients By, which are
computed in a manner similar to Eq. (9.22), are known, the source term can be moved to
the right-hand side of the equation. Also, by using the Kutta condition, the wake doublets
can be expressed in terms of the unknown surface doublets yi;. For example, in Fig. 9.9 two
of the trailing edge (T.E.) doublets , and p, (here r, s, and ¢ are some arbitrary counters)
are related to the corresponding wake doublet , by Eq. (9.15):

Mt = Uy — WUs
and hence the influence of the wake element becomes

Cipy = Cr(fr — fs)

Trailing edge

Hs =y, — py
A4,=C, +C,
A,=C, - C,

Figure 9.9 Relation between trailing edge upper and lower panel doublet strength and the corre-
sponding wake doublet strength.
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This algebraic relation can be substituted into the C; coefficients of the unknown surface
doublet such that

Ay = Cy, if panel is not at T.E.
Ay =Cr =G if panel is at T.E.

where the + sign depends on whether the panel is at the upper or the lower side of the
trailing edge (Fig. 9.9). Consequently, for each collocation point P, a linear algebraic
equation containing N unknown singularity variables 1, can be derived:

N N
Z Ay = — Z Byoy (9.24)
=1 =1

Evaluating Eq. (9.24) ateach ofthe N collocationpoints (j = 1 — N)resultsin N equations
with the N unknown py, in the following form:

ai, ap, ..., iy M1 bi1, bz, ..., biy o
a, ax, ..., AN 2 by1, by, ..., bay o)

N (9.25)
ant, ANz, .-, ANy \Un by1, bya, ..., byn /) \own

Note that for evaluating the influence of the panel on itself (ay, byi) the integral of
the influence coefficients may be singular and its principal value must be evaluated. In
this formulation the unknown p distribution is small (perturbation only) and the numerical
solution is believed to be more stable.”> The right-hand side of Eq. (9.25) can be computed
since the value of oy is known and Eq. (9.25) can be rewritten as

ar, ap, ..., iy M1 RHS;
a, ax, ..., dan j7%] RHS,

-1 . (9.254)
ant, ANz, - - -, NN KN RHSy

where the values of w; can be computed by solving this full-matrix equation.

Note that the relation o0 = Q4 - n of Eq. (9.12) contains the information on the zero
normal flow condition for the thickness problem and this formulation will be singular for
surfaces approaching zero thickness.

The derivation of the influence coefficient integrals depends on the shape of the panel
element (e.g., planar, curved, etc.) and on the singularity distribution (constant or linearly
varying strength, etc.). Some examples will be presented in the following chapters.

9.5 Aerodynamic Loads

Once Eq. (9.25) is solved the unknown singularity values are obtained (uy in this
example). The velocity components are evaluated now in terms of the panel local coordinates
(I, m, n) shown in Fig. 9.10. The two tangential perturbation velocity components are

ou o 0u
o T T

where the differentiation is done numerically using the values on the neighbor panels.
The normal component of the velocity (in this example) is obtained from the local source

q = (9:26)
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Figure 9.10 Panel local coordinate system for evaluating the tangential velocity components.

strength:
qn = —0 9.27)
The total velocity in the local (I, m, n) direction of panel k is

Qi = (Qoo,s Qooms Qoo,,)k + (QIv qm, Qn)k (928)

and of course the normal velocity component on a solid boundary is zero. The pressure
coefficient can now be computed for each panel using Eq. (4.53):

_ o

0%
The contribution of this element to the nondimensional fluid dynamic loads is normal to
the panel surface and is

AR
~(1/2pQLS

where S is a reference area. In terms of the pressure coefficient the vector form for the panel
contribution to the fluid dynamic load becomes

Cp AS
s

The individual contributions of the panel elements now can be summed to compute the
desired aerodynamic forces and moments.

Cp =1 (9.29)

ACk,

ACy, = n; (9.30)

9.6 Preliminary Considerations, Prior to Establishing Numerical Solutions

Prior to establishing a numerical solution, some of the options need to be consid-
ered:

a. Type of singularity that will be used: The options usually include sources, doublets,
and vortices or any combination of the above.

b. Type of boundary conditions: Velocity or velocity-potential formulation may be
used and the corresponding Neumann, Dirichlet, or a combination of such bound-
ary conditions must be selected.

c. Wake models: How and where the Kutta condition will be specified. Also, the
shape of the wake is controlled by Eq. (9.18a) and can be set by
1. Programmer-specified shape based on intuition or on flow visualizations.
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Figure 9.11 Nonplanar surface element and its quadrilateral approximation.

2.

Wake relaxation (where the wake points are moved with the local induced
velocity, e.g., in Ref. 9.3).

Time stepping (where the wake shape is developed by moving the wing from
an initial stand-still position, as will be presented in Chapter 13).

. Method of discretizing surface and singularity distributions:
1.

Discretization of geometry: The placing of a simple panel element on an arbi-
trary three-dimensional configuration is rather difficult. Figure 9.11 describes
such a curved surface element with a local coordinate system x, y, z. The shape
of the surface can be described as z = f(x, y), but for simplicity it is usually
approximated by a piecewise polynomial approximation. For example, if a first-
order polynomial is used then the average surface can be described by

z=ag+bix +byy
and for a second-order polynomial aproximation
z=uag+bix + by + c1x” + coxy + 37

and so on (where the coefficients a, b, ¢ are constants). Figure 9.11 shows the
result of approximating a curved surface element by a first-order plane, while
Fig. 9.12 shows the possible consequence of representing a three-dimensional
curved surface by such quadrilateral elements. This representation of the ge-
ometry may result in difficulties in specifying the boundary conditions, since
the “leakage” between the panels can weaken the satisfaction of the zero flow
through the boundaries requirement. One possible solution is shown in Fig. 9.13
where the surface is described by five flat subelements (as in the PANAIR
code’ ).

. Discretization of singularity distribution: The strength of the surface distribu-

tion of the singularity elements can be represented, too, in terms of a piecewise
polynomial approximation. For example, if the doublet distribution on the ele-
ment of Fig. 9.11 is constant such that

n = ag = const.
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Contours of actual -/ T~
geometry /

Figure9.12 Possible difficulty in representing a three-dimensional surface by an array of quadrilateral
surface elements.

then this is a zero-order approximation of . Similarly, a first-order (or linear)
approximation is

w=ag+bix+byy
and a second-order (or parabolic) polynomial approximation is
W= ag+bix +byy + c1x” + c2xy + ¢35°

(Here the coefficients a, b, ¢ are constants, too, and of course are different from
the coefficients of the surface approximation).

e. Considerations of numerical efficiency: It is clear from the brief discussion on
discretization that the computation of the influence coefficients (e.g., Eq. (9.21))
is elaborate. Many methods divide such calculations into near and far field where
the far field calculation treats the element as a point singularity (and not as a

Figure 9.13 Description of a nonplanar panel element by a set of flat subelements.
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surface distribution). Typically, the near field is assumed if the distance to a point
P is less than 2.5-5 times the larger diagonal of the panel. On the other hand
because of the 1/r characteristics of the singularity elements, when r — 0 the
value of 1/r — o0; therefore, when the point P is too close to the panel (or to a
vortex line) cutoff distances are usually applied. (Only the acrodynamic aspects of
the numerics are discussed here; other important aspects, e.g., the matrix solver
efficiency, are not.)

9.7 Steps toward Constructing a Numerical Solution

When establishing a numerical solution for potential flow a sequence similar to
the following is recommended.

a. Selection of Singularity Element

The first and one of the most important decisions is the type of singularity element
or elements that will be used. This includes the selection of source, doublet, or vortex
representation and the method of discretizing these distributions (zero-, first-, second-order,
etc.). Also, all of the questions raised in the previous section need to be answered before
the actual formulation of the solution can be constructed. Once these decisions have been
made an influence routine, similar to the model of Eq. (9.22), needs to be established. This
influence computation is a direct function of the element geometry and such a routine outputs
the velocity components and the potential (Au, Av, Aw, AP) induced by the element. In
general, the implementation of Eq. (9.22) represents the core of most numerical solutions.
Therefore, in the next chapter some of the more frequently used singularity elements will
be formulated.

b. Discretization of Geometry (and Grid Generation)

Once the basic solution element is selected, the geometry of the problem has to
be subdivided (or discretized), such that it will consist of those basic solution elements. In
this grid generating process, the elements’ corner points and collocation points are defined.
The collocation points are points where the boundary conditions, such as the zero normal
flow on a solid surface, will be enforced. Figure 9.14a shows how the cambered thin airfoil
at an angle of attack can be discretized by using the lumped-vortex element. In this case
the camberline is divided into five panels and the locations of the collocation points and of
the vortex points are shown in the figure. Similarly, the subdivision of a three-dimensional
body into planar surface elements is shown in Fig. 9.14b. (The collocation points are not
shown but they are at the center of the panel and may be slightly under the surface.)

It is very important to realize that the grid does have an effect on the solution. Typically,
a good grid selection will enable convergence to a certain solution when the density is
increased (within reason). Moreover, a good grid selection usually will require some pre-
liminary understanding of the problem’s fluid dynamics, as will be shown in some of the
forthcoming examples.

c. Influence Coefficients

Inthis phase, for each of the elements, an algebraic equation (based on the boundary
condition) is derived at the collocation point. To generate the coefficients in an automatic
manner, a unit singularity strength is assumed and the element influence routine is called at
each of the collocation points (by a DO loop).
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Figure 9.14 Discretization of (a) the geometry of a thin airfoil by using the lumped vortex element
and of (b) a three-dimensional body using constant-strength surface doublets and sources.

d. Establish RHS
The right-hand side of the matrix equation is the known portion of the free-stream
velocity or the potential and requires mainly the computation of geometric quantities (e.g.,

— Q).

e. Solve Linear Set of Equations
The coefficients and the RHS of the algebraic equations were obtained in the
previous steps and now the equations are solved by standard matrix techniques. Here it
is assumed that the reader is familiar with such numerical solvers, which can be found in
textbooks (e.g., Ref. 9.5 or as the solvers appearing in the student computer programs of

Appendix D).

f. Secondary Computations: Pressures, Loads, Off-Body Velocity, Etc.

The solution of the matrix equation results in the singularity strengths and the
velocity field and any secondary information can be computed now. The pressures will be
computed by Bernoulli’s equation, and the loads and aerodynamic coefficients by adding up
the contributions of the elements. A typical flowchart for such a computer program is shown
inFig. 9.15 where the sequence of computations is close to the above described methodology.
In the following example, the essence of the above steps will be clarified.
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Definition of
geometry
) J
Computation of
influence coefficients
4
Computation of
RHS (right-hand side)
A A
Solution of
matrix
A 4
Pressures, velocity
components, loads, etc.

Figure 9.15 Typical flowchart for the numerical solution of the surface singularity distribution prob-
lem.

9.8 Example: Solution of Thin Airfoil with the Lumped-Vortex Element

As a first example for demonstrating the principle of numerical solutions, let
us consider the solution for the symmetric, thin airfoil. Because the airfoil is thin, no
sources will be used, while the doublet distribution will be approximated by two constant-
strength doublet elements (14, > pointing in the —z direction). This element is equivalent
to two concentrated vortices at the panel edges (see Fig. 9.16). However, the geometry
of the “lumped-vortex” model was developed in Chapter 5, and by placing the vortex at
the quarter chord and the collocation point at the three-quarter chord point of the panel
the Kutta condition is automatically satisfied. Using this knowledge the equivalent discrete-
vortex model (with only two elements) for the airfoil is shown in Fig. 9.17. Also, for the
thin lifting surface only the Neumann (velocity) boundary condition can be used, because
of the zero thickness of the airfoil. (Note that the doublet representation in Fig. 9.16 clearly
indicates the existence of a starting vortex, also shown in Fig. 9.17, at a large distance
behind the airfoil.)

a. Selection of Singularity Element
For this very simple example the lumped-vortex element is selected and its influ-

ence is derived in terms of the geometry involved. Such an element is depicted in Fig. 9.18a;
it consists of a concentrated vortex at the panel quarter chord and a collocation point and

=-u D=p =

16 g ’)
k A J
e N

Figure 9.16 Constant-strength doublet element representation of the flat plate at an angle of attack
(using two doublet panels pointing in the —z direction).

Starting

2 vortex
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Figure 9.17 Equivalent discrete-vortex model for the flow over a flat plate at an angle of attack (using
two elements).

normal vector n at the three-quarter chord. It is important to remember that this element is
a simplification of the two-dimensional continuous solution and therefore accounts for the
Kutta condition at the trailing edge of the airfoil.

If the vortex element of circulation I is located at (xo, z¢), then the velocity induced by
this element at an arbitrary point P(x, z), according to the analysis in Section 3.8, will be

_r (z — z0)
© 27 (x — x0)? + (2 — 20)?
—I (x — xo)

w=—
27 (x — x0)2 + (2 — 20)?

and a matrix version of this equation, which is more useful for computations, is
u r 0 1 X — X
= — 9.31
(w) 2mr? (—1 0)(2—20) ©-31)

r* = (x —x0)* + (z — 20)°

where

wI—-»
P(x, z)/ “
4 |

~

=~ r

~
pi n Xz u
X0 Z0 »—»| VOR2D | —»
(%0, 20) r w

=Y

Body coordinates
(a) ®)

Figure 9.18 Nomenclature and flowchart for the influence of a panel element at a point P.
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This can be programmed as an influence coefficient subroutine in the manner shown in
Fig. 9.18b. Let us call this routine VOR2D. An algorithm based on Eq. (9.31) will then have
the form

(u, w) = VOR2D(T', x, z, X0, 20) (9.32)

b. Discretization of Geometry and Grid Generation

For this example, the thin airfoil case is being solved (Fig. 9.17). For simplicity,
only two elements will be used so that no computations are necessary. At this phase the
geometrical information on the grid has to be derived. This can be automated by computer
routines for more complex situations, but for this case the vortex point locations are

(xXo1, zo1) = (¢/8,0)

(%02, 202) = (5¢/8, 0)
and the collocation points are

(X1, ze1) = (3¢/8,0)

(X2, 2¢2) = (7¢/8,0)
The normal vectors n must be evaluated at the collocation points, and for an arbitrary
element i we write

n; = (sin §;, cos ;) (9.33)
where the angle §; is defined in Fig. 9.18a. In this particular case, when the airfoil has no
camber and is placed on the z = 0 plane, both normals are identical:

n =m =(0,1)

c. Influence Coefficients
Here the condition requiring zero velocity normal to the airfoil will be enforced.
This boundary condition, according to Eq. (9.4), is

(@+Qx) - n=0 (9.34)

The velocity q is induced by the unknown vortices, whereas the free-stream normal com-
ponent can be calculated directly and hence is moved to the right-hand side of the equation:

q-n=-Qx-n (9.34a)

Because, in this case, the airfoil was divided into two elements with two unknown
vortices of circulation I'{, ', two equations based on the zero flow normal to the airfoil
boundary condition will be derived at the collocation points. We define as positive I" a
clockwise rotation, and calculate the velocity induced by a unit strength vortex at point 1
on collocation point 1 with Eq. (9.32):

1
(w11, wir) = VOR2D(1.0, X1, Zc1, Xo1, 201) = | 0, —
27 -c/4

and the velocity induced at collocation point 1, by a unit vortex at point 2, is

1
(12, wi2) = VOR2D(1.0, x.1, Zc1, X02, Z02) = | O,
21 - c/4

The velocity induced at collocation point 2, by a unit vortex at point 1, is

1
: — VOR2D(1.0, X2, 7e2, Xo1, 201) = (0, —————
(121, wa) ( Xc2s Ze2s X015 201) ( = .3C/4>



9.8 Example: Solution of Thin Airfoil with the Lumped-Vortex Element 225

and the velocity induced at collocation point 2, by a unit vortex at point 2, is

1
(22, W) = VOR2D(1.0, x¢2, 22, X02, 202) = | 0, —
27w - c/4

The influence coefficients g;; are really the normal component of the flow velocity induced
by a unit strength vortex element I"; at collocation point i:

aij =q;j(Tj=1)-m (9.35)

For the current problem, Eq. (9.35) is applied to collocation point 1 and to vortex point 1.
Thus

1 -2
= y - = 0,— ° 051 =
ay = (U, wiy) - Ny < e ~c/4> 0,1) o

Similarly, for the second vortex, we have
ap = (U, wi2) - (0, 1) = —
Tc
and for the second collocation point, we get

a1 = (u21, wa1) - (0, 1) = 3;—(*

-2
ap = (uxn,wxn)-(0,1) = —
e
Note that the left-hand side of Eq. (9.34a) can be described now as

2
q-n=Y a;I; for i=12 (9.36)

J=1

d. Establish RHS

The solution is based on enforcing the boundary condition of Eq. (9.34a) at the
collocation points. Since the product Q - n is known it is transferred to the right-hand side
of the equation:

q-n=—Q. -n=RHS 9.37)

It is useful to express the component of the free stream in vector form to allow easy vector
operations; for this particular case the right-hand side (RHS) is

RHS; = —(Uso, Wao) - Iy (9.38)

where (Uso, Woo) = Ouxo(cos &, sin ). Computing the RHS vector for the two collocation
points results in

RHS| = — Q4 sina
RHS; = — Q4 sina

e. Solve Linear Set of Equations
The results of the previous computations can be summarized as

2
Y aiT;=RHS; i=1,2 (9.39)

J=1
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and explicitly, for this particular case,

_2 2 r 1
e e 1 .
( ) _i><r‘2)=—Qmsma<l)

3nc e

which can be solved by standard matrix methods

f. Secondary Computations: Pressures, Loads, Etc.
The solution of the above set of algebraic equations is

ryy

r,)
The resulting pressures and loads can be computed by using the Kutta—Joukowski theorem
(Section 3.11):

I NN

) Qoo SINQ

AL; = pQool;

and by assuming a constant pressure distribution along the element, the pressure difference
becomes

Ap; = pQcli/a

where a is the panel length. The lift and moment about the airfoil leading edge are then

2
L= Z AL; = inonc sino (9.40)
i=1

c?

2
My=—> ALix, = —inonZ sina 9.41)
i=1

and the nondimensional aerodynamic coefficients are

L
C=g—F—=2n sino (9.42)
3P 0%
M
Cuy = 7o = = sina (943)
7P Q%5.C 2

These results are similar to those for a zero-thickness symmetrical airfoil (Section 5.4) and
equal to the exact flat plate solution (Section 6.5.1). The method can easily be extended to
various camberline shapes and even multielement lifting airfoils.

Description of more complex numerical methods for solving the potential-flow problem
will be presented in the following chapters.

9.9 Accounting for Effects of Compressibility and Viscosity

The potential flow model presented in this chapter results in a very simple math-
ematical model that can be transformed into a very efficient and economical numerical
solution. This led to the development of three-dimensional “panel codes” for arbitrary ge-
ometries, and naturally, modifications were sought to improve these methods beyond the
limits of incompressible inviscid flows. Some of these modifications are listed here.
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a. Effects of Compressibility

The first and most straightforward modification to an incompressible potential-flow
based method is to incorporate the effects of “low-speed compressibility” (e.g., for My, <
0.6). This modification can be obtained by using the Prandtl-Glauert rule, as developed in
Section 4.8. Thus, small-disturbance flow is assumed, and a compressibility factor S can
be defined as

B=.1-M (9.44)

If the free stream is parallel to the x coordinate then the x coordinate is being stretched with
increased Mach number while the y and z coordinates remain unchanged. Consequently,
an equivalent incompressible potential ;o can be defined such that

X

Pit=0 = P, (—, s Z> (9.45)
B

Once the x coordinate is transformed, the equivalent incompressible potential problem is

solved as described previously. This procedure results in an increase in the aerodynamic

forces (as noted in Section 4.8) which may be approximated by

Cr(My > 0) = W (9.46)
Cu(Ms > 0) = W (9.47)

b. Effects of Thin Boundary Layers

When analyzing high Reynolds number flows in Section 1.8, it was assumed that
the boundary layer is thin and that the boundary conditions are specified on the actual
surface of the body. However, by neglecting the viscosity terms in the momentum equation,
the information for calculating the viscous surface friction drag is lost too.

It is possible to account for the viscosity effects such as displacement thickness and
friction drag by using a boundary layer solution that can be matched with the potential-flow
solution (see Chapter 14). Two of the most common methods for combining these two
solutions are as follows.

1. The first approach is to use a boundary layer solution, usually a two-dimensional
model along a streamline, which is quite effective for simple wings and bodies.
The solution begins by solving the inviscid potential flow, which results in the
velocity field and the pressure distribution. These data are fed into two-dimensional
boundary layer solutions that provide the local wall friction coefficient and the
boundary layer thickness (see definitions in Chapter 14). The friction coefficient
can then be integrated over the body surface for computing the friction drag. If the
displacement thickness effect is sought, then a second iteration of the potential flow
computation is needed, but now with modified surface geometry. This modification
can be obtained by displacing the body panels according to the local boundary layer
displacement, and the procedure can be reiterated until a satisfactory solution is
obtained. Some of the principles of a computer program (e.g., the MCAIR panel
code) that uses this method are presented in Ref. 9.6.

2. The second approach to incorporate boundary layer solutions into panel codes is to
follow the procedure described above, but to account for the displacement effects
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by a modification of the boundary conditions instead of a change of the surface
geometry. In this case, at each panel the normal flow is given a certain blowing
value that accounts for the local boundary layer displacement thickness 6* (see
definition in Chapter 14). The formulation can be derived using the properties of
the source distribution of Section 4.4, and the incremental “transpiration velocity”

9
Ao; = —(q8%) (9.48)
as

is simply added to the source strength obtained from the inviscid model. Here
q is the local streamwise velocity component of the potential flow (outside the
boundary layer) and the differentiation takes place along a streamline s. Note
that as a result of the added transpiration velocity ¢,, = Ao;, the normal velocity
component on the actual surface of the body is nonzero. For more details on this
approach see Chapter 14.

¢. Models for Wake Rollup, Jets, and Flow Separations

The vortices in the thin wake behind lifting wings tend to follow the local velocity
induced by the lifting surface and its wakes. Consequently, the condition stated by Eq. (9.18)
results in the wake rollup. This condition causes the shape of the wake to be unknown when
the boundary conditions for the potential flow are established. Traditionally, the shape of the
wake is assumed to be known (e.g., planar vortex sheet) and after the solution is obtained,
the validity of the initial wake shape can be rechecked. In Chapter 15 two methods used by
two panel codes will be presented to calculate the wake shape (VSAERO-wake relaxation’
and PMARC-time stepping®7:9%).

Since the wake is modeled by a doublet/vortex distribution, it is possible to extend this
method for modeling jets and even shear layers of separated flows. Details about models to
represent the effect of jets can be found in Refs. 9.3 and 9.7; models to treat some effects
of flow separation will be presented in Chapter 15.
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Problems

9.1. Solve the problem of a flat plate at an angle of attack « using the lumped-vortex
element. Divide the chord into five equal panels of length a, as shown in Fig. 9.19.
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Figure 9.19 Discrete-vortex model for the flat plate at angle of attack.

a. Calculate the influence coefficient matrix g;;. Is this a diagonally dominant
matrix?

b. Calculate the lift and moment coefficients. How do these compare with the
analytical results of Chapter 5?

9.2. Calculate the lift and moment coefficient (about the origin, x = 0) of the two flat
plates shown in Fig. 9.20. Use a single-element lumped-vortex model to represent
each plate and investigate the effect of the distance between the two plates on their
lift (repeat your calculation with gap values of ¢/2, c, 2c, 4c).

Q. €4
4 %

Figure 9.20 Lumped-vortex model for the tandem wing problem.
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CHAPTER 10

Singularity Elements and
Influence Coefficients

It was demonstrated in the previous chapters that the solution of potential flow
problems over bodies and wings can be obtained by the distribution of elementary solutions.
The strengths of these elementary solutions of Laplace’s equation are obtained by enforcing
the zero normal flow condition on the solid boundaries. The steps toward a numerical solution
of this boundary value problem are described schematically in Section 9.7. In general, as
the complexity of the method is increased, the “element’s influence” calculation becomes
more elaborate. Therefore, in this chapter, emphasis is placed on presenting some of the
typical numerical elements upon which some numerical solutions are based (the list is not
complete and an infinite number of elements can be developed). A generic element is shown
schematically in Fig. 10.1. To calculate the induced potential and velocity increments at an
arbitrary point P(xp, yp, zp) requires information on the element geometry and strength
of singularity.

For simplicity, the symbol A is dropped in the following description of the singularity
elements. However, it must be clear that the values of the velocity potential and velocity
components are incremental values and can be added up according to the principle of
superposition.

In the following sections some two-dimensional elements will be presented, whose
derivation is rather simple. Three-dimensional elements will be presented later and their
complexity increases with the order of the polynomial approximation of the singularity
strength. Also, the formulation is derived in the panel frame of reference and when these
formulas are used in any other “global coordinate system,” the corresponding coordinate
transformations must be used (for rotations and translations).

10.1 Two-Dimensional Point Singularity Elements

These elements are probably the simplest and easiest to use and also the most
efficient in terms of computational effort. Consequently, even when higher order elements
are used, if the point of interest is considered to be far from the element, then point ele-
ments can be used to describe the “far field” effect. The three point elements that will be
discussed are source, doublet and vortex, and their formulation is given in the following
sections.

10.1.1  Two-Dimensional Point Source

Consider a point source singularity at (xo, zo), with a strength o, as shown in
Fig. 10.2. The increment to the velocity potential Ad at a point P (following Section 3.7)
is then

D(x,z) = %lnﬂx—xo)zﬂz—m)z (10.1)
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Xp; Yp> Zp influence A Au. A
Panel geometry || coefficient |=> ( u, Av, w)
P

Singularity strength calculation A

Figure 10.1 Schematic description of a generic panel influence coefficient calculation.

and after differentiation of the potential, the velocity components are

_8<D_ o X — Xo
_E_E(x—xo)2+(z—20)2
0P o Z—20
T 9z 21 (x —x0) + (z — 20)

(10.2)

(10.3)

10.1.2 Two-Dimensional Point Doublet

Consider a doublet that is oriented in the z direction [p¢ = (0, )] as in Section 3.7.
If the doublet is located at the point (xg, zo), then its incremental influence at point P
(Fig. 10.2) is

—HM =20

O(x,z)= — 10.4
(x.2) 27 (x — x0)? + (2 — 20)? (104

and the velocity component increments are

00 u (x —x0)z — 20)
U —=—= — — 5 _ 12 (105)

ax 7 [(x — x0)* + (z — 20)%]

9P —p (x —x0)* — (2 —20)’ (10.6)

T8z 27 [(x — x0) + (z — 202

In the case when the basic singularity element is given in a system (x, z) rotated by the
angle B relative to the (x*, z*) system, as shown in Fig. 10.3, then the velocity components
can be found by the transformation

u*\ _ (cosp —sinf u
(w*)_<sin,8 cosﬁ)(w) (10.7)

10.1.3 Two-Dimensional Point Vortex

Consider a point vortex with the strength I' located at (xg, z9). Again using the
definitions of the points, as in Fig. 10.2, and the results of Section 3.8, we find that the

zZA P
@, 2)

Point
element

(xo, 20)

=Y

Figure 10.2 The influence of a point singularity element at point P.
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Point
element

Figure 10.3 Transformation from panel to global coordinate system.

increment to the velocity potential at a point P is

r —
®=——tan ' 220 (10.8)
2 X — Xo
and the increments in the velocity components are
B —
u—=— < <0 (109)
27 (x — x0)% + (z — 20)?
- —
. (10.10)

w=—
27 (x — x0)% + (z — 20)?

Note that all these point elements fulfill the requirements presented in Fig. 10.1. That
is, the increments of the velocity components and potential at P depend on the geometry
(x, z, X0, zo) and the strength of the element.

10.2 Two-Dimensional Constant-Strength Singularity Elements

The discretization of the source, doublet, or vortex distributions in the previous
section led to discrete singularity elements that are clearly not a continuous surface rep-
resentation. A more refined representation of these singularity element distributions can
be obtained by dividing the solid surface boundary into elements (panels). One such el-
ement is shown schematically in Fig. 10.4, and both the surface shape and the shape of
the singularity strength distribution is approximated by a polynomial. In this section, for
the surface representation, a straight line will be used. For the singularity strength, only the
constant, linearly varying, and quadratically varying strength cases are presented, but the
methodology of this section can be applied to higher order elements.

In this section, too, three examples will be presented (source, doublet, and vortex) for
evaluating the influence of the generic panel of Fig. 10.4 at an arbitrary point P. For

z o P
(x,2)
a(s)

\ x

Figure 10.4 A generic surface distribution element.
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Figure 10.5 Constant-strength source distribution along the x axis.

simplicity, the formulation is derived in a panel-attached coordinate system, and the results
need to be transformed back into the global coordinate system of the problem.

10.2.1 Constant-Strength Source Distribution

Consider a source distribution along the x axis as shown in Fig. 10.5. It is assumed
that the source strength per length is constant such that o(x) = o = const. The influence of
this distribution at a point P is an integral of the influences of the point elements (described
in the previous section) along the segment x; — x;:

X2
&= i/ Inv/(x — x0)? + 22 dxq (10.11)
2 Jy,

X2

o X — X

:E X1 (X—x0)2+Z2

g / ‘ d (10.13)
w=— ————dx .
27 Jo, (x —x0)? + 22 0

The integral for the velocity potential (Eq. (10.11)) appears in Appendix B (Eq. (B.11))
(note that In7?> =2 Inr is used in the derivation) and in terms of the corner points (x;, 0),
(x2, 0) of a generic panel element (Fig. 10.6), the distances ry, r,, and the angles 6y, 6, it

u dx (10.12)

(x, 2)

A

(x1,0) (x2,0) X

Figure 10.6 Nomenclature for the panel influence coefficient derivation.
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becomes

®= %[(x —x)In 2 = (x — x2)In 12 +22(6, — 6))] (10.14)
where

O, = tan~! — k=12 (10.15)

X — xk’
re=V(x —x0)? + 22, k=1,2 (10.16)

The velocity components are obtained by differentiating the potential, and following Ap-
pendix B (Egs. (B.5) and (B.9)), they are

SR P A Rt 10.17
“T o nr2 4 nr22 ( )
w= (6 — ) (10.18)

2

Returning to x, z variables we obtain

&= % {(x —x)In[(x — x1)* + %] — (x — x2) In[(x — x2)* + 2°]

n zz<tan—‘  _tan 'S )} (10.19)
X — X X — X
N2 2
A C Vi (10.20)
Ar T (x — x0)? + 22
w = i[tanl —tan! —* ] (10.21)
21 X — X X — X

Of particular interest is the case when the point P is on the element (usually at the center).
In this case z = 0+ and the potential becomes

O(x, 0+) = 41[(x —x)In(x —x1)* — (x — x2) In(x — x2)?] (10.22)
T
and at the center of the element it becomes
X1 +x o x —x1\?
q:( 12 2,0:&):E(x2—x1)ln( 22 1) (10.22q)
The x component of the velocity at z = 0 becomes
u(x, 04) = T pp X=X (10.23)
2r|(x = x2)l

which is zero at the panel center and infinite at the panel edges.

For evaluating the w component of the velocity, it is important to distinguish between
the conditions when the panel is approached from its upper or from its lower side. For the
case of P being above the panel, 6; = 0, while 6, = 7. These conditions are reversed on
the lower side and therefore

o

w(x, 0) = £ (10.24)

This is the same result obtained in Section 3.14 for the source distribution.
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P
‘A (x,.z)

u= (0, u) = const.

/
SRR

Xy X2

Figure 10.7 Constant-strength doublet distribution along the x axis.

10.2.2  Constant-Strength Doublet Distribution

Consider a doublet distribution along the x axis consisting of elements pointing in
the z direction [ = (0, )], as shown in Fig. 10.7. The influence at a point P(x, z) is an
integral of the influences of the point elements between x; and x;:

D(x,z) = dxo (10.25)

—_/«L/”;
2t )y, (x —xo) 42

and the velocity components are

k[ (x—X0)z
u(x,z)= - /XI —[(x )+ 2P dxg (10.26)
__'U“/xz (x —x)* = 2*

o m d.X() (1027)

w(x,z) =

Note that the integral for the w component of the source distribution is similar to the
potential integral of the doublet. Therefore, the potential at P (by using Eq. (10.21)) is
M

b =—— [tam_1
2

—tan™!
X — X2 X — X1

] (10.28)

Comparison of this expression to the potential of a point vortex (Eq. (10.8)) indicates that
this constant doublet distribution is equivalent to two point vortices with opposite sign at
the panel edges such that I' = —u (see Fig. 10.8). Consequently, the velocity components

A ZA

u = const.

bbb — -
x X2 x \r

»
>
X

ST

Figure 10.8 Equivalence between a constant-strength doublet panel and two point vortices at the edge
of the panel.
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are readily available by using Egs. (10.9) and (10.10):

Z Z

—u '
= — — 10.29
"= o |:(x—x1)2+22 (x—x2)2+z2:| ( )
% X — X1 X — X2
= — — 10.30
v 2n[(x—x1)2+z2 (x—x2)2~|—z2j| ( )

When the point P is on the element (z = 0, x; < x < x3) then, following Section 3.14,
we have
"

®(x,0£) = :FE (10.31)
and the velocity components become
d
u(x, 04) = 48 _ (10.32)
dx
—u 1 1
w(x, 0+) = — — (10.33)
2r | (x —x1) (x —x2)

and hence the w velocity component is singular at the panel edges.

10.2.3  Constant-Strength Vortex Distribution

Once the influence terms of the constant-strength source element are obtained,
owing to the similarity between the source and the vortex distributions, the formulation for
this element becomes simple. The constant-strength vortex distribution y(x) = y = const.
is placed along the x axis as shown in Fig. 10.9. The influence of this distribution at a
point P is an integral of the influences of the point elements between x; and x;. So we
have

X2

o= [ tan'—ax (10.34)
2 Jy, X — Xo
y (7 z
=2 — 2 4 10.35
2an1 TR (10.35)
y [ x—Xx
w=—2 | 270 4 10.36
27 fxl (x —xoP 422 " ( )

Details of the integral for the velocity potential appear in Appendix B (Eq. (B.14)), and
in terms of the distances and angles of Egs. (10.15) and (10.16) (as shown in Fig. 10.6) the

ZA
.
P(x, z)
y(x) = const.
IATATATAYATATATAIA >
NAVAVAVAVAVAVAVAN x
X X3

Figure 10.9 Constant-strength vortex distribution along the x axis.
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potential becomes
14

o=
2

2
Z r

(x —x1)0) — (x — x2)0> + 3 In r—;} (10.37)
2

which in terms of the x, z coordinates is

i e 22
o = _r (x —xl)tam_l—Z —(x —xp)tan™! < < In 7@ X)” Fz ]
X — X1

x—x 2 (x—x)*+z2

(10.38)

2

Following the formulation used for the constant-source element, and observing that the
u and w velocity components for the vortex distribution are the same as the corresponding
w and u components of the source distribution, we obtain

= l[tan—l L 'L ] (10.39)
2 X — X2 X — X
22
we L& x) (10.40)

The influence of the element on itself at z = 0+ and (x; < x < x,) can be found by
approaching from above the x axis. In this case 8; = 0, 6, = 7, and

D(x, 04) = —%[(x — )0 — (x — x)7] = g(x —x2) (10.41a)
Similarly, when the element is approached from below then
®(x, 0—) = —%(x —x) (10.41b)

The x component of the velocity can be found by observing Eq. (10.24) for the source
or by recalling Section 3.14:

4

u(x,0+) = :EE (10.42)
and the w velocity component is similar to the # component of the source (Eq. (10.23)):
R
wir, 04) = V- n E =X (10.43)
dr (x —x1)?
In most situations the influence is sought at the center of the element where |r|| = |r;| and

consequently w(panel — center, 0+) = 0.

10.3 Two-Dimensional Linear-Strength Singularity Elements

The representation of a continuous singularity distribution by a series of constant-
strength elements results in a discontinuity of the singularity strength at the panel edges.
To overcome this problem, a linearly varying strength singularity element can be used.
The requirement that the strength of the singularity remains the same at the edge of two
neighbor elements results in an additional equation. Therefore with this type of element,
for N collocation points 2N equations will be formed (see examples in Chapter 11).
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o(x) =09 + 0,(x — x;)

o0 oy(x — xy)

| = +

0o

=Y
Y

X, X2 Xy X2 X X2

=

Figure 10.10 Decomposition of a generic linear strength element to constant-strength and linearly
varying strength elements.

10.3.1 Linear Source Distribution

Consider a linear source distribution along the x axis (x; < x < x,) with a source
strength of o(x) = o9 + 01(x — x;), as shown in Fig. 10.10. Based on the principle of
superposition, this can be divided into a constant-strength element and a linearly varying
strength element with the strength o (x) = o;x. Therefore, for the general case (as shown
in the left-hand side of Fig. 10.10) the results of this section must be added to the results of
the constant-strength source element.

The influence of the simplified linear distribution source element, where o (x) = o x, at
a point P is obtained by integrating the influences of the point elements between x; and x;
(see Fig. 10.11):

[ea] *2
b =— xoIn+/(x — x0)? + z2dxq (10.44)
2 Jy,
_ o1 [ x(x —Xo)
C 2w ), (x = xp)? + 22

o [ X0Z
= — —d 10.46
w . /;1 (x — x0)2 T 22 X0 ( )

dxo (10.45)

Details of the integration are presented in Appendix B (Eq. (B.17)), and the results are

2_ 2.2 2_ 2.2

o= %[% In ”12 - % In r22 +2xz(6, — 6)) — x(x3 —xl):|
(10.47)

P
ZA (x, 2)
r r
o(x)
6,
0,
X X2 ?

Figure 10.11 Nomenclature for calculating the influence of linearly varying strength source.
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where ry, rp, 61, and 0, are defined by Egs. (10.15) and (10.16). The velocity components
are obtained by differentiating the velocity potential (Appendix B, Egs. (B.18) and (B.19)),
which gives

2

=2 S g (= )+ 26 — 6) (10.48)
2n |2 rs
2

we ﬁ[z "2 4 2x(6, 91)} (10.49)
47 ri

Substitution of r; and 6 from Egs. (10.16) and (10.17) results in

:471

o) [x* —x? =72 x2—x2 -2
P=—| L [ —x)’ + ] - — 2 In[(x — x2)? 422
4 2 2
_1 Z —1 Z
+2xz| tan — tan —x(xy — x1) (10.50)
X — X2 X — X1
o] | X (x —x1)2 +Z2 1 Z 1 4
=—|Zh—F"—= - t —t
u 27‘[|:2n(x—XQ)2+ZZ+(x1 x2)+z| tan o an o
(10.51)
o2
B L B (10.52)
(x —x2)2+ 22 X — X X — X

When the point P lies on the element (z = 0+, x; < x < x,), then Eq. (10.50) reduces to

o= 2[()52 _x12) In(x —xp)— (xz —x%) In|(x —x2)|— x(x2 —xl)] (10.53)

4r
At the center of the element this reduces to
(e8] X2 — X1 1
P = E(x% — xf)(ln 7~ E) (10.53a)
Also, on the element
w=xm 2T L —x) (10.54)
2w |x — x2|
(<]
w = j:7x (10.55)
and at the center of the element
w= (- x) (10.544)
2w
and
o1
w = :EZ(xz —X1) (10.55a)

10.3.2 Linear Doublet Distribution

Consider a doublet distribution along the x axis with a strength u(x) = po +
Hi1(x — x1), consisting of elements pointing in the z direction [p = (0, ©)], as shown in
Fig. 10.12. In this case, too, only the linear term (u(x) = wix) is considered and the
influence at a point P(x, z) is an integral of the influences of the point elements between
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ZA

px) = po + py(x — xy) P(x,2)

r;

Ho
Y Y, ) \92

>
* >
X

X X

ry=[uo + pi(x2 = x)l

Figure 10.12 Linearly varying strength doublet element.

x1 and x;:
—puy [ X0Z

P(x,z) = /
D=0 ), Goxr e

_ o [ xo(x — x)z
u(x,z) = - /Xl —[(x P+ 2P dxg (10.57)

ﬂu/“W—mY—ﬂm
2m Jyo [(x = x0)? + 221

dxo (10.56)

w(x,z) = dxg (10.58)

The integral for the velocity potential is similar to the w velocity component of the linear
source (Eq. (10.46)). Therefore, following Eq. (10.49), we obtain

—M1 r?
®=——|2x(6—0)+zln3 (10.59)
4 ri

and in Cartesian coordinates

—t 4z oz (x —x2)* +2?
b =—|2x|t —t In ———M 10.60
47 |:x(an X — X3 an x—x1)+zn(x—x1)2+z2 ( )

To obtain the velocity components we observe the similarity between Eq. (10.59) and
the potential of a constant-strength vortex distribution (Eq. (10.37)). Replacing | with —y
in Eq. (10.38) yields

s M1 -1 <z -1 Z ()‘7_)51)2_"Z2
P = —|2(x —x))t — —2(x —x)t 1
4n|:(x x1)tan X — X1 (x = xz)tan x—xz+zn(x—xz)z—i-z2
(10.38a)
and therefore the potential of the linear doublet distribution of Eq. (10.60) is
® = & + L (116, — 1.0 (10.61)
2w

and the two last terms are potentials of point vortices with strengths wx; and pix, (see
Eq. (10.8)). The velocity components therefore are readily available, either by differentiation
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of this velocity potential or by using Egs. (10.39) and (10.9):

H“1 —1 -1 H1Xx2 Z
= ——|tan — tan
2 X — X3 X — X 2 (x — x2)? + 22
H1X1 z
— 10.62
27 (x —x1)* + 22 ( )
and for the w component using Egs. (10.40) and (10.10) we get
o x4 g x—x X X=X
4 (x—x1)2+z22 2w (x—x)2+z2 27w (x —x)* + 72
(10.63)

The values of the potential and the velocity components on the element (z = 0, x| <
X < Xxp)are

= :F—_x .
® “21 (10.64)

= :F% (10.65)

_ —ﬂ[ln (x — x2)? 2x1 2x3 ]

47 (x — x1)? X —X| X —2x

(10.66)

and the w velocity component at the center of the element becomes

w = _ﬂ[“ +x1} (10.664)
T [ X2 — X1

and hence the velocity is singular at the panel edges because of the point vortices there.
Note that for the general element, where w(x) = o + ©1(x — x1), the potential becomes

D= o™ — g—;(ez o)+ ;‘—7;@1 — )0 (10.67)

and because of the potential jump at the edges of this doublet distribution two concentrated
vortices exist. The vortex at x; will have a strength of — ¢ while the one at x, will have a
strength of [ (xy — x1) 4+ wol, as shown schematically in Fig. 10.12.

10.3.3  Linear Vortex Distribution
In this case the strength of the vortex distribution varies linearly along the element,
y(x) =y +ni(x —x1)

Again, for simplicity consider only the linear portion where y (x) = y;x and y is a constant.
The influence of this vortex distribution at a point P in the x—z plane is obtained by
integrating the influences of the point elements between x; and x;:

X2
®= _2”_]11 xotan™' - _ZXO dxo (10.68)
xi
2 A X0z
u = E . mdxo (1069)
X2 .
we 2 [T X=X (10.70)

_Z . ()C —XO)Z +Z2



242 10/ Singularity Elements and Influence Coefficients

Using the integral in Appendix B (Eq. (B.22)) we get

2 2 2 2 2 2 2

nlxz, iz X*—xi—z X*—x5—z
= B0 2 = 6, — o
27r|:2 r22+2(x1 ) + 2 ! 2 2}

(10.71)

The velocity components are similar to the integrals of the linear source (Egs. (10.51) and

(10.52)) and are

22

S DU 2 SN (AR
47 (x — x2)* + 72

nlx, x—x)+2 .z .z
=—|Ih——— + (x; —x3)+z(tan — tan
2 |:2 (x — x2)%+ 22 (1 = x2) +2 X — X X —Xx

(10.73)

—tan~! = )} (10.72)

X — X2 X — X1

When the point P lies on the element (z = 0+, x; < x < x3), then Eq. (10.71) reduces
to

o=+ (- ) (10.74)
At the center of the element this reduces to

®= i%(xf + 212, — 322) (10.74a)
Also, on the element

= :I:%x (10.75)

w = ;—;[x In |;C :;C; + (x1 — xz)] (10.76)
and at the center of the element (above +, under —)

u= :I:%(xl +x2) (10.754)

w = —21/—7;()(1 —x) (10.76a)

10.3.4  Quadratic Doublet Distribution

As indicated by Eq. (3.150) in Section 3.14, a quadratic doublet distribution can
be replaced by an equivalent linear vortex distribution presented in the previous section.
However, in situations when the Dirichlet type boundary condition is applied, it is more
convenient to use the corresponding doublet distribution (instead of the linear vortex dis-
tribution). Thus, a quadratic doublet distribution along the x axis (x; < x < x;) will have
a strength distribution of

p(x) = o + p1(x — x1) + pa(x — x1)*

where the doublet elements pointing in the z direction [pz = (0, w)] are selected as shown
in Fig. 10.13. Since the contribution of the constant and linear strength terms were eval-
uated in the previous sections only the third term (u(x) = u,x?) is considered and the
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P(x,z)
ZA = po + = x)) + pplx — x))?
r
r
9] b e2
T %/ g

Ti=—po = [po + pi(x, = x1) + pa(x, — x)?]

Figure 10.13 Quadratic-strength doublet element.

influence at a point P(x, z) is an integral of the influences of the point elements between
x1 and x):

Mz xoz
d(x,z) = / o —x0) 1 22 dxg (10.77)
Mo [ (x = x0)zx3
u(x,z)= - /M —[(x P 1 2P dxg (10.78)

w(x,z) = dxg (10.79)

—H2 /” [(x — x0)* = 21xg
2 J, [(x —x0)* + 222

The integral for the velocity potential is obtained by introducing the variable X = x — xg
(thus dX = —dx,), which transforms Eq. (10.77) to the form

%) /‘X_XZ x% —2xX + X%z
b =—
2 X2 4 72

The three integrals formed by the terms appearing in the numerator are evaluated in
Gradshteyn and Ryzhik®> (pp. 68-69) and yield

dX

2
d(x,z) = |:(x )0 — 6,) — xz ln:—z2 + z(x; — xz)i| (10.80)
i

where the variables 7y, r», 61, and 6, are shown in Fig. 10.13.
Note that Eq. (10.80) can be rewritten as

D(x,2) = ™ + %(xfel — x20) (10.81)

such that ®** is the potential of the equivalent linear vortex distribution of Eq. (10.71) (with
p2 = —v1/2):

],.2
™ = 5—;|:—xzmr—22 + 200 —x1) + (7 = 22)6 — 92)} + 5—[ 0, — 1761
1

(10.81a)

Therefore, Eq. (10.81) states that the potential of a quadratic doublet distribution is equiv-
alent to the velocity potential of a linearly varying strength vortex distribution plus two
concentrated vortices at the panel edges, as shown schematically in Fig. 10.13.

To obtain the velocity components we can use the similarity between Eq. (10.80) and
the potential of a linearly varying strength vortex distribution (Egs. (10.72) and (10.73)).
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Replacing p, with —y;/2 in Egs. (10.72) and (10.73) and adding the velocity components
of the two point vortices yields

2 2 2
M2 ! ) ]
=—|zln— —2x(6, — 0 — 10.82
u 2 |:Z r22 X( 2 1)+(X—X2)2+Zz (X—XI)2+Z2:| ( )
and the w component of the velocity is
T e B
w=—|=-In=+(x; —x — — - =
o e R R L Wy I R Ny (R
(10.83)
The value of the potential on the element (z = 0+, x; < x < x,) becomes
2
®(x, 04) = L2 (9, — 0,
2
and above the element 6, — 6, = —m whereas under the element 6, — 6, = 7. Conse-
quently,
2
®(x, 04) = :F‘“zx (10.84)
Similarly the velocity components become
u(x, 0%) = 2(=2x)(6, = 01) = Fitox (10.85)
b4
— 2 2 2
w04y = P2 Fp o (10.86)
72 (x—x)? 2(x —x1)  2(x — x2)

and hence the velocity is singular at the panel edges because of the point vortices there.

Note that for the general element, where u(x) = po + p1(x — x1) + pa(x — x1)?, the
potential jump at the edges of this doublet distribution results in two concentrated vortices.
The vortex at x; will have a strength of —u, while the one at x, will have a strength of
[ro + m1(x2 — x1) + pa(xa — x1)?], as shown schematically in Fig. 10.13.

10.4 Three-Dimensional Constant-Strength Singularity Elements

In the three-dimensional case, as in the two-dimensional case, the discretiza-
tion process includes two parts: discretization of the geometry and of the singularity el-
ement distribution. If these elements are approximated by polynomials (both geometry
and singularity strength) then a first-order approximation to the surface can be defined as
a quadrilateral' panel, a second-order approximation will be based on parabolic curve-
fitting, while a third-order approximation may use a third-order polynomial curve-fitting.
Similarly, the strength of the singularity distribution can be approximated (discretized) by
constant-strength (zero-order), linearly varying (first-order), or by parabolic (second-order)
functions.

The simplest and most basic three-dimensional element will have a quadrilateral geom-
etry and a constant-strength singularity. When the strength of this element (a constant) is

! A quadrilateral is a flat surface with four straight sides. A rectilinear panel has straight but not necessarily
flat sides and can be twisted!
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Figure 10.14 Quadrilateral constant-strength source element.

unknown a panel code using N panels can be constructed to solve for these N constants.
In the following section, such constant-strength elements will be described.

The derivation is again performed in a local frame of reference, and for a global coordinate
system a coordinate transformation is required.

10.4.1 Quadrilateral Source

Consider a surface element with a constant-strength source distribution o per area
bounded by four straight lines as described in Fig. 10.14. The element corner points are
designated as (xi, y1,0), ..., (x4, y4, 0) and the potential at an arbitrary point P(x, y, z),
due to this element, is

—a/ dS
4 Js /(x —x02 + (v — yo)? + 22

P(x,y,2) = (10.87)

The velocity components can be obtained by differentiating the velocity potential, that is,

(10.88)

od 0P 9P
(u,v,w):( )

ox 9y 9z
Execution of the integration within the area bounded by the four straight lines requires a

lengthy process and is derived by Hess and Smith.!*! Using their results, we can obtain the
potential for a planar element as

i {[(X — )02 —y) - O =y —x1) | 11+t di
4 dip ri+ry —d

n (x = x2)(y3 — y2) — (y — y2)(x3 — x2) 2t da;

dx ry 413 —dy

n (x = x3)(ya — y3) = (y — y3)(x4 — x3) et dz4

dz4 r3+ry —dsa

(x —x)(y1 —ya) = (y —y)(x1 —xg) | r4+ri+ d41}
+ In
d41 r4+r; —dy
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_1f{ mier — hy
—Izl[tan 1<4) _
n

moyze; — h
—i—tan_l(M) — tan

ir

mages — h
4+ tan™! <_) _tan

Ir3

7ry
where
diy =2 — x1)* 4+ (v2 — y1)?
dry = /(x5 — X2 + (v3 — )?
dsa = /(x4 — X3)% + (ya — 33)?
dat =/ (x1 — x2)* + (1 — ya)?
and
Y2 — )
mpy =
X2 — X1
yi— ¥
my3; = ———
X3 — X2
Y4 — 3
M3y =
X4 — X3
Y1 — Y4
my = ———
X1 — X4
and

re =V —x0)? + (v — )P + 22

_1fmies —hy
tan 1<4)
r

_1 [ mpes — h3
7r3

1 <m34€4

mareq — h maqy€
+t<7)_t<

el

—h4>
Iry

, k=1,2,3,4
a=x—x)’+2% k=1,2,34
he =@ —x)(y—yw), k=1,2,3,4

The velocity components, based on the results of Ref. 10.1, are

u=i|:y2_y1 lnr1+i’2—d12 ys—YZlnrz-f-Vs—dB
dr | di r+r+dn dr ry+r3+dy
+)’4—y3lnr3+r4—d34 )’1—y4lnr4+r1—d41:|

d34 73+ 74 + dzg da ra+r +da
vzi[xl—xz ri+ry—do  Xxa—x3 ry+r3—dy
Az | di ri+r+dn dx r2+r3+dy

X3 — X4 lnr3+r4—d34 X4 — X1 nV4+V1—d41]

dsy4 r3+r4+dag dy rs+ri+da

(10.89)

(10.90a)
(10.90b)
(10.90¢)
(10.904)

(10.91a)
(10.91b)

(10.91¢)

(10.91d)

(10.92)
(10.93)
(10.94)

(10.95)

(10.96)
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w =l an-t (261 — hi _an-t [ M262 — ha
47 zr zr)
trant 732 = ha\ ran— (2363~ h3

r rs
+tan~! <m34€3 - ha) _ tan-! <m34€4 - h4>
Ir3 Irg

—h —h
+tan! (mi) " tan! (mi)] (10.97)
Zrsa ry

The u and v components of the velocity are defined everywhere, but at the edges of
the quadrilateral they become infinite. In practice, usually the influence of the element on
itself is sought, and near the centroid these velocity components approach zero. The jump
in the normal velocity component as z — 0 inside the quadrilateral is similar to the results
of Section 4.4:

+o
w(z =0+) = - (10.98)
When the point of interest P lies outside of the quadrilateral then
w(z=0£)=0 (10.99)

Far Field: For improved computational efficiency, when the point of interest P is far
from the center of the element (xg, yo, 0) then the influence of the quadrilateral element
with an area of A can be approximated by a point source. The term “far” is controlled by the
programmer but usually if the distance is more than 3—5 times the average panel diameter
then the simplified approximation is used. Following the formulation of Section 3.4 (in
the panel frame of reference) we can calculate the point source influence for the velocity
potential as

—0A
D(x,y,2)= 10.100
(2 4/(x — x0) + (y — 0)? + 22 ( )

The velocity components of this source element are

_ o A(x — x¢)
U Y. 2) = e T T T (10.101)
_ aA(y — yo)
YD) G = w0+ O — o+ 27 (10102
w(x, y,2) = oAk — ) (10.103)

A [(x — x0)? + (v — yo)* + 222

A student algorithm for calculating the influence of a quadrilateral constant-strength source
element is given in Appendix D, Program No. 12.

10.4.2  Quadrilateral Doublet

Consider the quadrilateral element with a constant doublet distribution shown in
Fig. 10.15. Using the doublet element that points in the z direction we can obtain the velocity
potential by integrating the point elements:

-1 zdS
() = — 10.104
0= /S [(x — %0 + (v — yo) + 22172 (10104
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C

Figure 10.15 Quadrilateral doublet element and its vortex ring equivalent.

This integral for the potential is the same integral as the w velocity component of the
quadrilateral source and consequently

mpe; —h mipes — h
@:i[tanl( 12€1 1) —tanl( 12€2 2)
47'[ Iry r

moye; — h mozez — h
+tan_1< 23€2 2) —tan_l< 23€3 3)
4P r3

mages — h mageqs — h
+tan1<M> _tan1<u>
rs ra

—h —h
ttan”! <M> ~ tan™! <w>} (10.105)
rs ir]
Asz— 0
N
= :FE (10.106)
The velocity components can be obtained by differentiating the velocity potential,
od 900 99
(u5v7w)= PRV
ox dy 0z

and following Hess and Smith!%! we get
. i[ z(y1 — y2)(r1 +r2)
dr [ rira{riry — [(x — x)(x — x2) + (v — YD — »2) + 221}
n z2(y2 — y3)(ra +13)
rars{rars — [(x — x2)(x — x3) + (y — y2)(y — ¥3) + 221}
n 2(ys — ya)(r3 +r4)
rara{rsra — [(x — x3)(x — x4) + (y — y3)(y — y4) + 221}
n zZ(ya — y)(ra +r1) }
rari{rary — [(x — xa)(x — x1) + (y — yo)(y — y1) + 221}

(10.107)
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_ i[ 202 —x)(r1 +12)
4w [rinafrirn — [(x — x)(x — x2) + (v — YD) — y2) + 221}
N 2(x3 — x2)(r2 +13)
rars{rars — [(x — x2)(x — x3) + (y — y2)(y — ¥3) + 221}
n 2(xq — x3)(r3 +14)
rara{rsrg — [(x — x3)(x — x4) + (y — y3)(y — ya) + 221}

v

n z(x1 — x4)(ra +1r1) } (10.108)
rari{rary — [(x — x)(x —x1) + (y — yo)(y — y1) + 221}
_i[ [(x = x2)(y = y1) = (x —x)(y — y)](r1 +12)
L — [(x — x)(x —x2) + (v — y)(y — y2) + 221}
[((x —x3)(y — y2) — (x — x2)(y — y3)](r2 +73)
rars{rars — [(x — x2)(x — x3) + (v — y2)(y — ¥3) + 221}
[((x —xa)(y — y3) — (x — x3)(y — ya)l(r3 +14)
rsra{rsrs — [(x — x3)(x — x4) + (v — y3)(y — ya) + 221}
[ — x1)(y — ya) — (x — xa)(y — y1)](ra +11) } (10.109)
rari{rary — [(x — xa)(x — x1) + (y — ya)(y — y1) + 221}

On the element, as z — 0
u=>0
v=0

and the z component of the velocity can be computed by the near field formula, which
reduces to

_ i[ [(x = x2)(y —y1) = (x —x)(y = y)I(r1 +12)
4 L rir{rir, — [(x — x1)(x — x2) + (y — y)(y — »2)1}
[(x —x3)(y — y2) = (x —x02)(y — y3)](r2 +13)
rar3{rars — [(x — x2)(x — x3) + (y — y2)(y — y3)1}
[(x —x4)(y — y3) = (x —x3)(y — ya)|(r3 +r4)
r3ra{rsrs — [(x —x3)(x — x4) +(y — y3)(y — ya)l}
[(x = x)(y — y4) = (x —xa)(y — y)I(ra +11) }
rari{rary — [(x — xa)(x —x1) + (y — ya)(y =y}
(Note that here, too, z; = 0 must be used in the r; terms of Eq. (10.92).)
In Section 10.2.2 it was shown that a two-dimensional constant-strength doublet is equiv-
alent to two equal (and opposite direction) point vortices at the edge of the element. Similarly,
in the next section we will show that the constant-strength doublet element is equivalent to
a constant-strength vortex ring placed at the panel edges. Therefore, the above formulas for
the velocity potential and its derivatives are valid for twisted panels as well (but in this case
when the point P lies on the element the u, v velocity components may not be zero).

Far Field: The far field formulas for a quadrilateral doublet with area A can be obtained
by using the results of Section 3.5 and are

—nA _
et (G x0)® + (v — yo)? 4+ 221732 (10.110)
Y= 3uA (x — x0)z
AT [(x = x0)? + (y — yo)? + 222

(10.1094)

D(x,y,2)=

(10.111)
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_3pA (y — yo)z (10.112)
4 [(x — x0)® + (y — yo)> + 2212 '
A _ 2 _ 2 2 2
__HA (x—x0)” (=) — 22 (10.113)

47 [ = x0P + (v — yo! + 212

An algorithm for calculating the influence of this quadrilateral constant-strength doublet
panel is given in Appendix D, Program No. 12.

10.4.3 Constant Doublet Panel Equivalence to Vortex Ring

Consider the doublet panel of Section 10.4.2 with constant strength p. Its potential
(Eq. (10.104)) can be written as

cp:_i zdS
4 Jg 13

where r = [(x — x0)? + (y — yo)* + z2]"/%. The velocity is
0 z w [[.0 z .93 z 1 3z
=Vo=—— [ V—dS=— ——+j——= -kl ——|4dS
q ar Jg 13 4r Js [laxo r’ +18y0 r’ (r3 rs

where we have used (9/9x)(1/r%) = —(3/9x0)(1/r3) and (3/3y)(1/r*) = —(3/3yo)(1/r?).
Now, let C represent the curve bounding the panel in Fig. 10.15 and consider a vortex
filament of circulation I" along C. The velocity due to the filament is obtained from the
Biot—Savart law (Eq. (2.68)) as
r dl xr
4w Jo r?

q

and for dl = (dxy, dyy) and r = (x — xo, ¥ — yo, 2) We get

r .2 . Z — X — X
q=—— i—dyo—j—dxo+k Sl )’O)de_( O)dYO
4 Jo | 3 r3 r3 r3

Stokes’s theorem for the vector A is

%A-dl:/n-VxAdS
c S

and with n = K this becomes

IA,  9A,
A-dl= » _ 205 gs
c s\0xo 9y

Using Stokes’s theorem on the above velocity integral we get

r .0 z .0 2 d x—x 0 y—
A= [ |ise s i k(=2 ST g
4 Jg| Oxor ayo r 0xg r ayo r
Upon performing the differentiation, we see that the velocity of the filament is identical to
the velocity of the doublet panel if I' = u.
The above derivation is a simplified version of that by Hess (in Appendix A, Ref. 12.4),

who relates a general surface doublet distribution to a corresponding surface vortex distri-
bution

1 /( Vi) rdS—}— 1 / dl xr
= —— n x X — —
1 47 K # l"3 47'[ CM }’3



10.4  Three-Dimensional Constant-Strength Singularity Elements 251

whose order is one less than the order of the doublet distribution plus a vortex ring whose
strength is equal to the edge value of the doublet distribution.

10.4.4 Comparison of Near and Far Field Formulas

To demonstrate the possible range of applicability of the far field approximation,
the induced velocity for a unit strength rectangular source or doublet element, shown in
Fig. 10.16, is calculated and presented in Figs. 10.17—10.22 (figures based on Browne and
Ashby'%2). The computed results for the radial velocity component versus distance r/a
(where a is the panel length as shown in Fig. 10.16) clearly indicate that the far field and
exact formulas converge at about r/a > 2 (e.g., Figs. 10.17 or 10.18).

Similar computations for the total velocity induced by a doublet panel are presented in
Fig. 10.18, and at r/a > 2 the two results seem to be identical.

A velocity survey above the panel (as shown in Fig. 10.16) is presented in Figs. 10.19—
10.22. Here the total velocity survey is done in a horizontal plane at an altitude of z/a = 0.75
and 3.0, along lines parallel to the panel median and diagonal.

These diagrams clearly indicate that at a height of z/a = 0.75 the far field formula (point
element) is insufficient for both the doublet and source elements. However, at a distance
greater than z/a = 3 the difference is small and numerical efficiency justifies the use of the
far field formulas.

10.4.5 Constant-Strength Vortex Line Segment

Early numerical solutions for lifting flows were based on vortex distribution solu-
tions of the lifting surface equations (Section 4.5). The three-dimensional solution of such
aproblem is possible by using constant-strength vortex-line segments, which can be used to
model the wing or the wake. The velocity induced by such a vortex segment of circulation
I" was developed in Sections 2.11 and 2.12 and Eq. (2.68)) states

_ Ddlxr
A

Aq (10.114)

Survey along r

S
A\
g %\0\\%
‘qe
SO

A Survey along diagonal

Constant-strength element

— g - —— ——

Figure 10.16 Survey lines for the velocity induced by a rectangular, flat element.
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Figure 10.17 Comparison between the velocity induced by a rectangular source element and an
equivalent point source versus height r/a.
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Figure 10.18 Comparison between the velocity induced by a rectangular doublet element and an
equivalent point doublet versus height r/a.
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Figure 10.19 Comparison between the velocity induced by a rectangular source element and an
equivalent point source along a horizontal survey line (median).
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5.0

0 Doublet element
<& Point doublet

Induced velocity | q]

Figure 10.20 Comparison between the velocity induced by a rectangular doublet element and an
equivalent point doublet along a horizontal survey line (median).

If the vortex segment points from point 1 to point 2, as shown in Fig. 10.23, then the
velocity at an arbitrary point P can be obtained by Eq. (2.72):

I' i xr r r
Qo= —— gy (22 (10.115)
47 |l'1 Xl‘2| ri r

For numerical computation in a Cartesian system where the (x, y, z) values of the points
1, 2, and P are given, the velocity can be calculated by the following steps:

1. Calculate r; X r»:

(ry X))y =p—y1)(2p —22) —(2p —21) - (yp — 2)
(ry xra)y = —(xp, —x1) - (zp — 22) +(zp — 21) - (xp — x2)

(ry xra); =(xp —x1) - (yp = y2) = (yp — 1) - (xp — x2)

2.0
o Source element
< Point source Z
1.5 - =075
=
> J
2
° 1.0+
>
k=l
g N
=3
5
=
= 05_ 2z
)
0.0 T T T : T .
-4.0 -2.0 2.0 4.0

Q= o

Figure 10.21 Comparison between the velocity induced by a rectangular source element and an
equivalent point source along a horizontal survey line (diagonal).
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Figure 10.22 Comparison between the velocity induced by a rectangular doublet element and an
equivalent point doublet along a horizontal survey line (diagonal).

Also, the absolute value of this vector product is

It X 12 = (11 X 1) + (1) X 1)) + (1 X 1)

. Calculate the distances ry, r;:

N O R e R &

r2 = J0p = 222 + (3 = 12P + (2 — 22)?

. Check for singular conditions.

(Since the vortex solution is singular when the point P lies on the vortex a special
treatment is needed in the vicinity of the vortex segment—which for numerical
purposes is assumed to have a very small radius €.)

IF (r;, or r, or |l‘1Xl‘2|2<6)

THEN u=v=w=0

dl
r 2
%z,)’z.a)

(X1, y1,21)
z
Yy
ep
(Xps Yps 2p)

X

Figure 10.23 Influence of a straight vortex line segment at point P.
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where € is the vortex core size (which can be as small as the truncation error) or
else u, v, w can be estimated by assuming solid body rotation or any other (more
elaborate) vortex core model (see Section 2.5.1 of Ref. 10.3).

4. Calculate the dot product:
ro -1y = (x2 —x)(xp — x1) + (2 — YD)y — y1) + (22 — 21)(zp — 21)
ro- 12 = (x2 — x1)(xp —x2) + (2 — y)(yp — ¥2) + (22 — 21)(zp — 22)

5. The resulting velocity components are

M:K'(rler)x
v=K-(r xn),

w=K-(r xr),

where
K r g I g I
47T|I‘1 X I‘2|2 ri r

For computational purposes these steps can be included in a subroutine (e.g., VORTXL —
vortex line) that will calculate the induced velocity (u, v, w) at a point P(x, y, z) as a
function of the vortex line strength and its edge coordinates, such that

(u, v, w) = VORTXL (x, y, z, X1, Y1, 21, X2, ¥2, 22, I') (10.116)

As an example for programming this algorithm see subroutine VORTEX (VORTEX =
VORTXL) in Program No. 13 in Appendix D.

10.4.6 Jortex Ring

Based on the subroutine of Eq. (10.116), a variety of elements can be defined.
For example, the velocity induced by a rectilinear vortex ring (shown in Fig. 10.24) can be
computed by calling this routine four times for the four segments. Note that this velocity
calculation is equivalent to the result for a constant-strength doublet.

(X4> Y4, 24)
(x3, ¥3, 23)

2 (x2, ¥2, 22)
(X1, Vi, zl)

X

Figure 10.24 Influence of a rectilinear vortex ring.
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To obtain the velocity induced by the four segments of a rectilinear vortex ring with
circulation I" calculate

(u1, v1, w1) = VORTXL (x, y, z, X1, Y1, 21, X2, ¥2, 22, ")
(uz, v3, wy) = VORTXL (x, y, z, X2, 2, 22, X3, V3, 23, )
(43, v3, w3) = VORTXL (x, y, z, X3, ¥3, 23, X4, Y4, 24, I")
(44, v4, wg) = VORTXL (x, y, z, X4, Y4, 24, X1, Y1, 21, ')
and the induced velocity at P(x, y, z) is
(u, v, w) = (uy, v, wr) + (w2, v, w2) + (U3, V3, w3) + (Us, V4, W4)

This can be programmed into a subroutine such that

X y z
u X1 Y1 21
v | = VORING | 2 2 =2 (10.117)
X3 Y3 23
w
X4 Y4 Z4
r

In most situations the vortex rings are placed on a patch with 7, j indices, as shown in
Fig. 10.25. In this situation the input to this subroutine can be abbreviated by identifying
each panel by its i, j-th corner point:

(u,v, w) = VORING (x, y, z, 1, j, I';j) (10.117a)

From the programming point of view this routine simplifies the scanning of the vortex
rings on the patch. However, the inner vortex segments are scanned twice, which makes the
computation less efficient. This can be improved for larger codes when computer run time
is more important that programming simplicity.

Note that this formulation is valid everywhere (including the center of the element) but
is singular on the vortex ring. Such a routine is used in Program No. 13 in Appendix D.

10.4.7 Horseshoe Vortex

A simplified case of the vortex ring is the horseshoe vortex. In this case the vortex
line is assumed to be placed in the x—y plane as shown in Fig. 10.26. The two trailing vortex
segments are placed parallel to the x axis at y = y, and at y = yj,, and the leading segment
is placed parallel to the y axis between the points (x,, ¥,) and (x,, ¥»). The induced velocity

Figure 10.25 The method of calculating the influence of a vortex ring by adding the influence of the
straight vortex segment elements.
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Figure 10.26 Nomenclature used for deriving the influence of a horseshoe vortex element.

in the x—y plane will have only a component in the negative z direction and can be computed
by using Eq. (2.69) for a straight vortex segment:

w(x,y,0)= é(cosﬁl —cos B,) (10.118)

where the angles and their cosines are shown in Fig. 10.26. The negative sign is a result of
the 6 velocity component pointing in the —z direction. For the vortex segment parallel to
the x axis, and beginning at y = yj, the corresponding angles are given by

X — Xg4
V& = x? + (5 — )

cos B =cosmt = —1

cos B =

For the finite-length segment, parallel to the y axis,

coS ,31 — Y —Ya
\/(x - xa)2 + (y - Ya)z
cos By = —cos(m — Br) = -

V& =X+ (= )’
For the lower segment beginning at y = y, the angles are

cos By =cos0=1
X — X4
\/()C - xa)z + (y - ya)2
The downwash due to the horseshoe vortex is now

w(xyO)Z_—r{ : [ i + - ]
v 4 [ x =X L/ (x —x)*+ (= y)* V& = x)2 + () — ya)?

cos By =

+ [1 + * }
Yo — ¥ V= xa)2 + (v — )

- [1+ X ]} (10.119)
Y = Ya \/()C —)Ca)z +(y _ya)2 .
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After some manipulations we get

_ 2 _ 2
Wz, y.0)= Ve + (= v
A7 (y — Ya) X — Xq
r —x,)2 — V)2
| YO %P O =) (10.119)
477()7 _yb) X — Xg
When x = x,, the limit of Eq. (10.119) becomes
-7 1 1
w(xg, y, 0) = —[ + } (10.119b)
dr |y—Ya Yb—Y

where the finite-length segment does not induce downwash on itself.

The velocity potential of the horseshoe vortex may be obtained by reducing the results of
a constant-strength doublet panel (Section 10.4.2) or by integrating the potential of a point
doublet element. The potential of such a point doublet placed at (xg, yo, 0) and pointing in
the z direction, as derived in Section 3.5 (or in Eq. (10.110)), is

T 4 3

where r = [(x — x0)? + (¥ — yo)* + z%]"/2. To obtain the potential due to the horseshoe
element at an arbitrary point P, this point doublet must be integrated over the area enclosed
by the horseshoe element:

o — -I /)’bd /OO ZdXO
“an ), L G —x0? + (0 —yor + PP

The result is given by Moran™! (p. 445) as

_-r f” z2(xo — x)dyp
T An )y, [ — y0) + 20[(x — x0)% + (v — yo)? + 22]1/2

a

T Yo zdyy N X —x,
Cdm )y, [ =y 422 [(x — x2)2 + (y — yo)? + 22]/2

-r — — — X
_ _{tan—l Y=Y | tan-! (Yo = Y)(x — xa) }
<

Vb

4m Z[(x = x0)? + (v — yo)? + 22]1/2

a

- —1 Z —1 Z
=——1tan —tan
4r Y=Y Y= Ya

(Yo — ¥)(x —x4) g (10.120)
2 = xa)l + (v = 0’ +2°1/2 | '

+tan~!

Note that we have used Eq. (B.10) from Appendix B to evaluate the limits of the first term.

10.5 Three-Dimensional Higher Order Elements

The surface shape and singularity strength distribution over an arbitrarily shaped
panel can be approximated by a polynomial of a certain degree. The surface of such an
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(a) (b)
Figure 10.27 Approximation of a curved panel by five flat subpanels.
arbitrary panel as shown in Fig. 10.27a can be approximated by a “zero-order” flat plane
Z=ap
by a first-order surface
z=ay+ bix + byy
by a second-order surface
z=uag+bix + by + c1x” + caxy + c3°

or by any higher order approximations. Evaluation of the influence coefficients in a closed
form is possible,'%! though, only for flat surfaces, and an approximation of a curved panel
by five flat subpanels is shown in Fig. 10.27b. This approach is used in the code PANAIR,#
and for demonstrating a higher order element let us describe this element.

For the singularity distribution a first-order source and a second-order doublet is used,
and in the following paragraph the methodology is briefly described.

a. Influence of Source Distribution
The source distribution on this element is approximated by a first-order polynomial:

o (xo, Y0) = 00 + 0xXo + Ty Yo (10.121)

where (xg, yo) are the panel local coordinates, oy is the source strength at the origin, and
09, 0y, and o, are three constants. The contribution of this source distribution to the potential
A ® and to the induced velocity A(u, v, w) (in the panel frame of reference) can be evaluated
by performing the integral

1 - ,Y0)dS
AD(x, y,2) = —/ o0, y0) (10.122)
47 Jpanel /(x — x0)2 + (y — y0)? + 22
and then differentiating to get the velocity components
0AD JAD 0AD
A(u, v, w) = , , (10.123)
ax ay 9z

The result of this integration depends solely on the geometry of the problem and can be
evaluated for an arbitrary field point. Some details of this calculation are provided by
Johnson’# and can be reduced to a form that depends on the panel corner point values (the
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corner point numbering sequence is shown in Fig. 10.27b). Thus, in terms of these corner
point values the influence of the panel becomes
Aq) = FS(013 027 031 647 09) = fs(007 aX? G}') (10'124)
A(u, v, w) = Gs(o1, 02, 03, 04, 09) = gs(00, Oy, Ty) (10.125)
where the functions Fy, G, fs, and gg are linear matrix manipulations and o5, 04, 07, and
og are not used. Also, note that o9, o,, and o, are the three basic unknowns for each panel

and o1, ..., 09 can be evaluated based on these values (so that for each panel only three
unknown values are left).

b. Influence of Doublet Distribution
To model the two components of vorticity on the panel surface a second-order
doublet is used:

[4(X0, Y0) = 40 + HaX0 + My Yo + HaxX] + KxyXoYo + [yy Vi (10.126)

The potential due to a doublet distribution whose axis points in the z direction (see Sec-
tion 3.5) is

-1 w(xo, Yo) - 2dS
AD(x,y,7) = —/ . Ty (10.127)
4r Js [(x — x0)* + (y — yo)* +2°]
and the induced velocity is
0AD 0AD 0AD
u,v,w)= , , (10.128)
ox ay 9z

These integrals can be evaluated (see Johnson’#) in terms of the panel corner points
(points 1-9 in Fig. 10.27b) and the result can be presented as

AD = Fp(iL1, 2, U3, 4, U5, e, (47, I8, (9)

= fD(MOv Mxs Ky, Kxxs Hxy, /’Lyy) (10129)
A(uv v, w) = GD(H]? M2, L3, A4, U5, L6y L7, A8, ,lL9)
= gD(/'LO» Mxs My, Uxxs Hxy, //Lyy) (10130)

where the functions Fp, Gp, fp, and gp are linear matrix manipulations, which depend on
the geometry only. Also, note that t1g, fix, fby, ixx, [xy,and iy, are the five basic unknowns
for each panel and w1, . . ., g can be evaluated based on these values (so that for each panel
only five unknown doublet parameters are left).

For more details on higher order elements, see Ref. 9.4.
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Problems

10.1. Find the x component of velocity u for the constant-strength source distribution
by a direct integration of Eq. (10.12).

10.2. Find the velocity potential for the constant doublet distribution by a direct integra-
tion of Eq. (10.25).

10.3. Consider the horseshoe vortex of Section 10.4.7 lying in the x—y plane. For the case
where the leading segment lies on the x axis (x, = 0) find the velocity induced at a
point, whose coordinates are x, y, and z, that lies above the plane of the horseshoe.



CHAPTER 11

Two-Dimensional Numerical Solutions

The principles of singular element based numerical solutions were introduced in
Chapter 9 and the first examples are provided in this chapter. The following two-dimensional
examples will have all the elements of more refined three-dimensional methods, but because
of the simple two-dimensional geometry, the programming effort is substantially less. Con-
sequently, such methods can be developed in a short time for investigating improvements
in larger codes and are also suitable for homework assignments and class demonstrations.

Based on the level of approximation of the singularity distribution, surface geometry,
and type of boundary conditions, numerous computational methods can be constructed,
some of which are presented in Table 11.1. We will not attempt to demonstrate all the
possible combinations but will try to cover some of the most frequently used methods
(denoted by the word “example” in Table 11.1), including discrete singular elements and
constant-strength, linear, and quadratic elements (as an example for higher order singularity
distributions). The different approaches in specifying the zero normal velocity boundary
condition will be exercised and mainly the outer Neumann normal velocity and the internal
Dirichlet boundary conditions will be used (and there are additional options, e.g., an internal
Neumann condition). In terms of the surface geometry, for simplicity, only the flat panel
element will be used here and in areas of high surface curvature the solution can be improved
by using more panels.

In this chapter and in the following ones the primary concern is the simplicity of the
explanation and the ease of constructing the numerical technique, while numerical effi-
ciency considerations are secondary. Consequently, the numerical economy of the methods
presented can be improved (with some compromise in regard to the ease of code read-
ability). Also, the methods are presented in their simplest form and each can be further
developed to match the requirements of a particular problem. Such improvement can be ob-
tained by changing grid spacing and density, location of collocation points, or wake model,
or altering the method of enforcing the boundary conditions and of enforcing the Kutta
condition.

Also, it is recommended that one read this chapter sequentially since the first methods
will be described with more details. As the chapter evolves, some redundant details are
omitted and the description may appear inadequate without reading the previous sections.

11.1 Point Singularity Solutions

The basic idea behind point singularity solutions is presented schematically in
Fig. 11.1. If an exact solution in a form of a continuous singularity distribution (e.g., a vortex
distribution y (x)) exists, then it can be divided into several finite segments (e.g., the segment
between x; and x;). The local average strength of the element is then 'y = fxxf y(x)dx and
it can be placed at a point xy within the interval x;—x,. A discrete element numerical solution
can be obtained by specifying N such unknown element strengths and then establishing N
equations for their solution. This can be done by specifying the boundary conditions at N

262
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Table 11.1. List of possible two-dimensional panel methods and of those tested in
this chapter

Boundary conditions

Neumann Dirichlet Surface paneling

Singularity distribution (external) (internal) flat/high-order
Point source example flat

doublet

vortex example flat
Constant strength source example example flat

doublet example example flat

vortex example flat
Linear strength source example example flat

doublet example example flat

vortex
Quadratic strength source

doublet example flat

vortex

collocation points along the boundary. Furthermore, when constructing the solution, some
of the considerations mentioned in Section 9.3 (e.g., in regard to the Kutta condition and
the wake) must be addressed.

As a first example for this very simple approach the lifting and thickness problems of
thin airfoils are solved based on models (such as the lumped-vortex element) generated
during examination of the analytical solutions in Chapter 5.

11.1.1 Discrete Vortex Method

The discrete vortex method presented here for solving the thin lifting airfoil prob-
lem is based on the lumped-vortex element and serves for solving numerically the integral
equation (Eq. (5.39)) presented in Chapter 5. The advantage of the numerical approach is
that the boundary conditions can be specified on the airfoil’s camber surface without a need
for the small-disturbance approximation. Also, two-dimensional interactions, such as those
due to ground effect or multielement airfoils, can be studied with great ease.

ZA zZA

Y(x)

[’o=f)’(x)dx

=Y
=Y

X O X2

—>|

Figure 11.1 Discretization of a continuous singularity distribution.

Xy + k(xy —xyp)
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This method was introduced as an example in Section 9.8 and therefore its principles
will be discussed here only briefly. To establish the procedure for the numerical solution,
the six steps presented in Section 9.7 are followed.

a. Choice of Singularity Element
For this discrete vortex method the lumped-vortex element is selected and its
influence is given by Eq. (9.31) (or Egs. (10.9) and (10.10)):

u I; 0 1\ /x—x;
() =5 (% o) (22 D

ri=@—x)+@-z)

where

Thus, the velocity at an arbitrary point (x, z) due to a vortex element of circulation I';
located at (x;, z;) is given by Eq. (11.1). This can be included in a subroutine, which will
be called VOR2D:

(u, w) = VOR2D(T'}, X, 2, X}, 2}) (11.2)

Such a subroutine is included in Program No. 2 in Appendix D.

b. Discretization and Grid Generation

At this phase the thin-airfoil camberline (Fig. 11.2) is divided into N subpanels,
which may be equal in length. The N vortex points (x;, z;) will be placed at the quarter-
chord point of each planar panel (Fig. 11.2). The zero normal flow boundary condition can
be fulfilled on the camberline at the three-quarter point of each panel. These N collocation
points (x;, z;) and the corresponding N normal vectors n; along with the vortex points can be
computed numerically or supplied as an input file. Note that by discretizing the camberline
as shown in Fig. 11.2, we end up with only the panel edges remaining on the original
camberline. For convenience, the normal vector is evaluated at the actual camberline and
the effect of this choice will be investigated at the end of this section. Consequently, the
normal vectors n;, pointing outward at each of these points, are approximated by using the

ZA

(xj=3, Zj=3) (xi=3, Zi=3)

Us

Figure 11.2 Discrete vortex representation of the thin, lifting airfoil model.
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A

n; = (sin a;, cos a;)

n(x)

eyl

t, = (cos a;, — sin a;)

a;

x
Figure 11.3 Nomenclature used in defining the geometry of a point singularity based surface panel.

surface shape 7(x), as shown in Fig. 11.3:

—dn/dx, 1 .
n; = w = (sino;, cos o) (11.3)

V(dn/dx)? +1

where the angle «; is defined as shown in Fig. 11.3. Similarly the tangential vector t; is
t; = (cosq;, —sinq;) (11.3a)

Since the lumped-vortex element is based on the Kutta condition, the last panel will
inherently fulfill this requirement, and no additional specification of this condition is needed.

c¢. Influence Coefficients

The normal velocity component at each point on the camberline is a combination
of the self-induced velocity and the free-stream velocity. Therefore, the zero normal flow
boundary condition can be presented as

q-n =0 onsolid surface
Division of the velocity vector into the self-induced and free-stream components yields
(u, w) - N+ (Us, Ws) -n =0 on solid surface (11.4)

where the first term is the velocity induced by the singularity distribution on itself (hence
“self-induced part”) and the second term is the free-stream component Qn, = (Uno, Wo),
as shown in Fig. 11.2.

The self-induced part can be represented by a combination of influence coefficients, while
the free-stream contribution is known and will be transferred to the right-hand side of the
boundary condition. To establish the self-induced portion of the normal velocity, at each col-
location point, consider the velocity induced by the jth vortex element at the first collocation
point (in order to get the influence due to a unit strength I'; assume I'; = 1 in Eq. (11.2)):

(u, w);; = VOR2D(I'; = 1, x1, 21, X}, Zj) (11.20)

The influence coefficient a;; is defined as the velocity component normal to the surface,
due to a unit strength singularity element. Consequently, the contribution of a unit strength
singularity element j, at collocation point 1, is

ay; =, w);-m (11.5)
The induced normal velocity component g,,1, at point 1, due to all the elements is therefore
gn1 = anl't +aplz +apls +---+ainly
Note that the strength of I'; is unknown at this point.
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Fulfillment of the boundary condition on the surface requires that at each collocation
point the normal velocity component will vanish. Specification of this condition (as in
Eq. (11.4)) for the first collocation point yields

anli +aply +apls 4+ -+ ainly + (Uso, Woo) -mp =0

But, as mentioned earlier, the last term (free-stream component) is known and can be
transferred to the right-hand side of the equation. Consequently, the right hand side (RHS)
is defined as

RHS, = —(Uoo, Woo) -1 (116)

Specifying the boundary condition for each of the N collocation points results in the fol-
lowing set of algebraic equations:

al ain . ain Fl RHSI
any ann e arnN Fz RHSZ
asg aszn asn F3 — RHS3
ayiy dyz ... d4nnN FN RHSN

This influence coefficient calculation procedure can be accomplished by using two “DO
loops” where the outer loop scans the collocation points and the inner scans the vor-
tices.

DO1i=1,N (collocation point loop)
DO1j=1,N (vortex point loop)
(u, w);j = VOR2D(I" = 1.0, x;, z;, X, 2;)
aij = (u, w);j - m;
1 CONTINUE
C END DO LOOP

d. Establish RHS Vector
The right-hand side vector, which is the normal component of the free stream, can
be computed within the outer loop of the previously described DO loops by using Eq. (11.6),

RHS, = —(Uoo, Woo) - Ny

where (Uso, Woo) = Qoo(cos &, sin ). If we use the formulation of Eq. (11.3) for the normal
vector, the RHS becomes

RHS; = —Qu(cosasine; + sina cosa;) = — Qo[sin(a + «;)] (11.6a)

Note that « is the free-stream angle of attack (Fig. 11.2) and «; is the ith panel inclination.

e. Solve Linear Set of Equations
The results of the previous computations can be summarized (for each collocation
point i) as

N

j=1



11.1  Point Singularity Solutions 267

A

I I Iy I, Is
o o o s s . >
A —C —C \ 0 A X

Figure 11.4 Representation of a lifting flat plate by five discrete vortices.

For example consider the case of a flat plate (shown in Fig. 11.4) where only five equal
length elements (Ac = c¢/5) were used. Equation (11.7) for the five panels becomes

1 1 1

-1 3 5 3
1 1 1 I 1

- 1 1 1 1
| 3 3 5 I, 1
— -1 -1 -1 1 1 I3 | =—Qusina | 1
S IS BT N B !
7 5 3 I's 1

_1 o1 1 1

9 7 5 3

This linear set of algebraic equations is diagonally dominant and can be solved by standard
matrix methods. Its solution is

I 2.46092
I, 1.09374
I's | =7AcQusina | 0.70314
Iy 0.46876
I's 0.27344

and is shown schematically in Fig. 11.5. Note that the total circulation is 7 ¢ Q o, sin ¢, which
is the exact result.

f. Secondary Computations: Pressures, Loads, Velocities, Etc.
The resulting pressures and loads for this case can be computed by using the
Kutta—Joukowski theorem for each panel j. Thus the lift and pressure difference are

AL; = pQuT; (11.8)

L
Apj ZonoE (11.9)

where Ac is the panel length. The total lift and moment (about the leading edge) per unit
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A
C; = 0.548
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A Ac
ys = 2
v r
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4 = = £
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=Y

Figure 11.5 Graphic representation of the computed vorticity distribution with a five-element
discrete-vortex method.

span are obtained by summing the contribution of each element:

N
L:ZALj (11.10)
j=1
N
My=—> " ALj(xjcosc) (11.11)
j=1
while the nondimensional coefficients become
L
C=— (11.12)
" (1/2)p Q¢
Mo
(11.13)

Cpy=——5—
P (1/29)p Q%
The following examples are presented to demonstrate possible applications of this method.

Example 1: Thin Airfoil with Parabolic Camber

Consider the thin airfoil with parabolic camber of Section 5.4, where the camberline
shape is

x X
n(x) = 46—[1 - —i|
c c

For small values of € < 0.1c the numerical results are close to the analytic results
as shown in Fig. 11.6 (here actually € = 0.1 was used). This example can also
be used to investigate the effect of the small-disturbance approximation (for the
boundary conditions) on the pressure distribution, as shown by Figs. 11.7 and 11.8.
For the numerical solution the vortices were placed on the camberline where the
boundary condition was satisfied. For the analytical solution (and for the second
numerical solution, aimed at simulating the analytical solution) the vortex distri-
bution and the boundary condition were specified on the x axis. The analytical
pressure distribution can be obtained by substituting the coefficients Ay and A,
from Section 5.4 into Egs. (5.44a) and (5.48), which gives

2y 1+ cosf 4e |
AC,=—— =4 ———a + —sinf
O sin 6 c



11.1  Point Singularity Solutions 269
201
Analytic
15k ®  Present method
AC,
e/c 10k
Sty a=0
N=10
Il L 1 I 1 I Il 1 1
1.0
n/e Parabolic camber
0 1 1 1 1 i1 1 1 1 1
0 0.2 0.4 0.6 0.8 1.0
x/c

Figure 11.6 Chordwise pressure difference for a thin airfoil with parabolic camber at zero angle of

attack (e = 0.1).

This can be rewritten in terms of the x coordinate by using Eq. (5.45) (e.g., sinf =
2[(x/e)(1 = x/c)]"/? and cos @ = 1 — 2x/c):

AC,,=4,/C_xot+
X

Al (.

n<
C C

(%)

Cc

The effect of angle of attack is shown in Fig. 11.8 where a fairly large angle
(o = 10°) is used. Note the large suction peak at the leading edge, which is exag-

gerated by the thin airfoil

solution. In general, Figs. 11.7 and 11.8 demonstrate that

both thin-airfoil theory and the lumped-vortex panel method yield similar results.
A simple computer program using the principles of this section is presented in
Appendix D, Program No. 2.

2.00
1.75
1.50
1.25
ACp 1.00
0.75

0.50

0.25

0.00 !

— Analytical solution (Section 5.4)
A Boundary conditions on camberline
O Boundary conditions on z=0

C] =1.275 (Analytical)

C]=1.233 (Numerical)
o=0°
(N =20 panels)
| | |

0.00 0.20

0.40 0.60 0.80 1.00

X

c

Figure 11.7 Effect of small-disturbance boundary condition on the computed pressure difference on
a thin parabolic camber airfoil (¢« = 0, € = 0.1).
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5.00 - — Analytical solution (Section 5.4)
A Boundary conditions on camberline
4.50 - O Boundary conditions on z =0
4.00 -
350 - R
3.00
ACp 250 -
2.00
C| =2.353 (Analytical)
1.50 —
C| =2.306 (Numerical)
1.00 o=10°
0.50 - (N = 20 panels)
0.00 ' ' L
0.00 0.20 0.40 0.60 0.80 1.00

X

c

Figure 11.8 Effect of small-disturbance boundary condition on the computed pressure difference on
a thin parabolic camber airfoil (¢ = 10°, € = 0.1).

Example 2: Two-Element Airfoil

The advantage of this numerical solution technique is that it is not limited to the
restrictions of small-disturbance boundary conditions. For example, a two-element
airfoil with large deflection can be analyzed (and the results will have physical
meaning when the actual flow is attached).

Figure 11.9 shows the geometry of the two-element airfoil made up of circu-
lar arcs and the pressure difference distributions. The interaction is shown by the
plots of the close and separated elements (far from each other). When the ele-
ments are apart, the lift of the first element decreases while that of the second
increases.

Example 3: Sensitivity to Grid

After this first set of numerical examples, some possible pitfalls of the numerical
approach can be observed (and hopefully avoided later).

First note the method of paneling the gap region in the previous example of the
two-element airfoil (Fig. 11.10). If very few elements are used, then it is always
advised to align the vortex points with vortex points and collocation points with
collocation points. We must remember that a numerical solution depends on the
model and the grid (and hence is not unique). The convergence of a method can
be tested by increasing the number of panels, which should result in a converging
solution. Therefore, it is always advisable to use smaller panels than the typical
length of the geometry that we are modeling. In the case of the two-element airfoil,
the typical distance is the gap clearance, and (if possible with the more refined
methods) paneling this area by elements of at least one-tenth the size of the gap is
recommended.
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Figure 11.9 Effect of airfoil/flap proximity on their chordwise pressure difference. AH is the vertical
spacing between the two elements.

Another important observation can be made by trying to calculate the velocity
induced by the five-element vortex representation of the flat plate of Fig. 11.4.
If the velocity survey is performed at z = 0.05¢, then the wavy lines shown in
Fig. 11.11 are obtained. This waviness will disappear at larger distances, and in
any computation careful investigation is needed for the near and far field effects
of a particular singular element distribution.

First element

Second element

Figure 11.10 Method of paneling the gap region of a two-element airfoil (discrete-vortex model).
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Figure 11.11  Survey of induced normal velocity above a thin airfoil (as shown in Fig. 11.4) modeled
by discrete vortices.

Of course, in the previous examples, fairly accurate solutions were obtained with very
few panels. This is because the lumped-vortex element induces the same downwash at the
collocation point (3a/4, 0) of a panel of length a as the exact flat plate solution, as depicted

by Fig. 11.12.

11.1.2  Discrete Source Method

Based on the principles of the previous section, let us develop a discrete source
method for solving the symmetric, nonzero-thickness airfoil problem of Section 5.1 (at
o = 0). For developing this method, too, let us follow the six steps suggested in Section 9.7
and apply them to the solution of the thin symmetric airfoil.

a. Selection of Singularity Element
The results of Chapter 5 indicate that the solution of the thin symmetric airfoil

problem can be based on (discrete) source elements. The velocity induced by such an
element placed at (x;, z;) and with a strength of o; is given by Egs. (10.2) and (10.3) and

=Y

Figure 11.12 Downwash induced by a lumped-vortex element.
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Figure 11.13 Discrete source model of symmetric airfoil at zero angle of attack.

can be expressed in matrix form as
u\ _o; (1 0\ (x—x
(w> 21 (0 1) (z —z; (11.14)

ri=—x)+@—z)

where

The above calculation can be included in a subroutine such that
(u, w) = SORC2D(0}, x, z, X}, 7;) (11.15)

and (x, z) is the field point of interest.

b. Discretization of Geometry

First and most important is the definition of the coordinate system, which is shown
in Fig. 11.13. Since the problem is symmetric, the unknown o; elements are placed along
the x axis, at the center of N equal segments at x;_1, X;—3, Xj=3, ..., Xj=n.

Next, the collocation points need to be specified. In this case it is possible to leave
these points on the airfoil surface as shown in Fig. 11.13, and the values of these points
(xi=1, zi=1), (Xi=2, Zi=2), - - - » (Xi=n, Zi=n ) need to be established. The normal n; pointing
outward, at each of these points, is found from the surface shape n(x), as defined by
Eq. (11.3). As is demonstrated by the example at the end of this section, the solution
can be improved considerably by moving the first and the last collocation points toward the
leading and trailing edges, respectively (see Fig. 11.14).

¢. Influence Coefficients

In this phase the zero normal flow boundary condition is implemented in a manner
depicted by Eq. (11.4). For example, the velocity induced by the jth source element at the
first collocation point can be obtained by using Eq. (11.15) and is

(M,U))]j =SORC2D(O'j,X1,Zl,Xj,Zj) (1116)

The influence coefficient a;; is defined as the self-induced velocity component, of a unit
strength source, normal to the surface. Consequently, the contribution of a unit strength
singularity element o; = 1, at collocation point 1, is

ayj :(u,w)1j~n1
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Collocation point

-
W X

Figure 11.14 Relocation of the first and last collocation point to improve numerical solution with the
discrete source method.

Sources

The induced normal velocity component g1, at point 1, due to all the elements is then
qn1 = a101 +apoy +a;303 + -+ +aiNon

and the strength of ¢; is unknown at this point.

d. Establish Boundary Condition (RHS)

Fulfilling the boundary condition on the surface requires that at each collocation
point the normal velocity component will vanish. Specifying this condition for the first
collocation point yields

ai o1 +apoy +aizoy + - +aiyoy + (Uso, Woo) -mp =0

where of course W, = 0. But the last term (free-stream component) is known and can be
transferred to the right-hand side of the equation. Using the definition of Eq. (11.6) for the
right hand side we get

RHS; = —(Uso, Weo) - ; = —Us sine; (11.6b)

If we specify the boundary condition for each of the collocation points we obtain a set of
algebraic equations similar to those of the previous discrete vortex example:

ai aln e a\N [oa] RHS]
any ann ... aoN (o)) RHSQ
asy asn ... asn 03 — RHS3
ayiy dadn2 ... dNN ON RHSN

This procedure is automated by a double DO loop where the collocation points are
scanned first and then at each collocation point the influences of the singularity elements
are scanned.

e. Solve Equations

The above set of algebraic equations can be solved for o; by using standard methods
of linear algebra. It is assumed here that the reader is familiar with such methods, and as
an example a direct solver can be found in the computer programs of Appendix D.
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f. Calculation of Pressures and Loads
Once the strength of the sources o; is known, the total tangential velocity Q, at
each collocation point can be calculated using Eq. (11.15) and Eq. (11.3a):

N
0, = |:Z(u w)ij + (Uso, Woo)] -t (11.17)
j=1
The pressure coefficient then becomes
%
C,=1—-—L (11.18)
P ng

Since this flow is symmetric, neither lift nor drag will be produced (based on the con-
clusions of Section 5.1). Therefore, no further load calculations are included for this case.
Also, note that for a closed body the net flow generated inside the body must be zero
(vazl o; = 0), and this condition may be useful for evaluating numerical results.

Example 1: Fifteen-Percent-Thick Symmetric Airfoil

The above method is applied to the 15%-thick van de Vooren airfoil of Section 6.6.
If the collocation points are left above the source points, as in Fig. 11.13, then the
results shown by the triangles in Fig. 11.15 are obtained. This solution, clearly, is
highly inaccurate near the leading edge. However, by moving the front collocation
point more forward (to the 0.1 panel length location) and the rear collocation point
closer to the trailing edge (to the 0.9 panel length location), as shown in Fig. 11.14
(and not moving the source points), we obtain a much improved solution. This solu-
tion, when compared with the exact solution of Section 6.6, is satisfactory over most
of the region, excluding some minor problems near the trailing edge (Fig. 11.15).

-1.2

—Lor 4

-0.8f a

—0.6+

—0.4f

a=0

04r — Analytical solution

a Collocation points at center of panel

+ First and last collocation points are shifted

0.6

T

0.8
1.0

Figure11.15 Calculated and analytical chordwise pressure coefficient on a symmetric airfoil (¢ = 0):
A with collocation points above source points (triangles), and + with front collocation point moved
forward and rear collocation point moved backward by 0.9 panel length, respectively.
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Figure 11.16 Constant-strength singularity approximation for a continuous strength distribution.

11.2 Constant-Strength Singularity Solutions (Using the Neumann B.C.)

A more refined discretization of a continuous singularity distribution is the element
with a constant strength. This type of element is shown schematically in Fig. 11.16, and it is
assumed that o = 1/(x; — x1) fxxf o(x)dx, and as (x, — x1) — 0 the approximation seems
to improve. In this case, too, only one constant (the strength of the element) is unknown,
and by dividing the surface into N panels and specifying the boundary conditions on each
of the collocation points, N linear algebraic equations can be constructed.

In principle, the point singularity methods are satisfactory in estimating the zero-
thickness camberline lift, but they are inadequate near the stagnation points of a thick
airfoil. The constant-strength methods are capable of more accuracy near the stagnation
points and can be used to model closed surfaces with thickness resulting in a more detailed
pressure distribution, which is essential for airfoil shape design.

11.2.1 Constant Strength Source Method

The constant-strength source methods that will be presented here are capable of
calculating the pressures on a nonlifting thick airfoil and were among the first successful
codes used.!*! For explaining the method, we shall follow the basic six step procedure.

a. Selection of Singularity Element

Consider the constant-strength source element of Section 10.2.1, where the panel
is based on a flat surface element. To establish a normal-velocity boundary condition based
method, only the induced velocity formulas are used (Egs. (10.17) and (10.18)). The param-
eters 0 and r are shown in Fig. 11.17, and the velocity components (u, w),, in the directions
of the panel coordinate system are

2

(o2 I"l
7 (6 — ) (11.20)
w, = — — .
P o 2 1

In terms of the panel x, z variables these equations become

o (x —x1)? + 22 .
=—h— 1 dinat 11.21
up, yp n )t (panel coordinates) ( )

—tan! } (panel coordinates) (11.22)
X — X2 X — X1
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Figure 11.17 Nomenclature for a planar surface panel.

Note that for simplicity, the subscript p was omitted in these equations since in general it
is obvious that the panel coordinates must be used (however, when the equations depend
on the r, 6 variables only, as in this case, the global x, z coordinates can be used as well).
This approach will be taken in all following sections when presenting the influence terms
of the panels. To transform these velocity components into the directions of the x, z global
coordinates, a rotation by the panel orientation angle ¢; is performed such that

u\ [ cosa; sino; up,
(w) - (— sino; cosoe[) <w,,> (11.23)

For later applications when the coordinates of the point P must be transformed into the
panel coordinate system the following transformation can be used:

(x) _ <cgsa,- —sma,») <x —x0> (11.23a)
z/, sin@;  COS«; Z—20

In this case (xg, zo) are the coordinates of the panel origin in the global coordinate system
x, z and the subscript p stands for panel coordinates.

This procedure (e.g., Egs. (11.21) and (11.22) and the transformation of Eq. (11.23))
can be included in an induced-velocity subroutine SOR2DC (where C stands for constant),
which will compute the velocity (u, w) at an arbitrary point (x, z) in the global coordinate
system due to the jth element whose endpoints are identified by the j and the j + 1 counters:

(u, w) = SOR2DC(0, x, Z, Xj, Zj, Xj41, Zj+1) (11.24)

b. Discretization of Geometry

As an example for this method, the 15%-thick symmetric airfoil of Section 6.6 is
considered. In most cases involving thick airfoils, a more dense paneling is used near the
leading and trailing edges. A frequently used method for dividing the chord into panels with
larger density near the edges is shown in Fig. 11.18. If ten chordwise panels are needed, then
the semicircle is divided by this number; thus A = 7/10. The corresponding x stations
are found by using the following cosine spacing formula:

x= %(1 — cos ) (11.25)
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Figure 11.18 “Full-cosine” method of spacing the panels on the airfoil’s surface.

Once the x axis is divided into N panels with strength o, the N + 1 panel corner points
(xj=t1, 2j=1), (*j=22j=2), . . ., (Xj=~n+1, Zj=n+1) are computed. The collocation points can
be placed at the center of each panel (shown by the x mark on the airfoil surface in Fig. 11.18)
and the values of these points (x;—1, zi=1), (xi=2, Zi=2), - . . , (Xi=n, Zi=y) are computed too.
The normal n;, which points outward at each of these points, is found from the surface
shape n(x), as defined by Eq. (11.3).

c. Influence Coefficients

In this phase the zero normal flow boundary condition is implemented. For ex-
ample, the velocity induced by the jth source element at the first collocation point can be
obtained by using Eq. (11.24) and is

(M, w)lj = SORZDC(O-jsxls Zl7xj1 stxj+19 Zj+1) (11'26)

The influence coefficient g;; is defined as the velocity component normal to the surface.
Consequently, the contribution of a unit strength singularity element j, at collocation point
1,1s

ajj = (u, w);-m (11.27)

Note that a closer observation of Egs. (11.3) and (11.23) shows that the normal velocity
component at the ith panel is found by rotating the velocity induced by a unit strength j
element by («; — «;); therefore

ayj = [—sin(er; — ay), cos(aj — a)] <u1j) (11.27a)
p

Wi

Here the velocity components (1, w), are obtained from Eqs. (11.21) and (11.22). To
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evaluate the influence of the element on itself, recall Eq. (10.24):
w,(x, 04) = i% (11.28)

Based on this equation, the boundary condition (e.g., in Eq. (11.4)) will be specified at a
point slightly above the surface (z = 0+ in the panel frame of reference). Consequently,
when i = j the influence coefficient becomes

P 11.29
ai = (11.29)

d. Establish Boundary Condition (RHS)
Specifying the boundary condition, as stated in Eq. (11.4), at collocation point 1,
results in the following algebraic equation:

1
701 +apoy +apoy+---+ayoy + (Uso, Weo) -mp =0

where of course Wy, = 0 for the symmetric airfoil case. The free-stream normal velocity
component is transferred to the right-hand side and the vector RHS; is found, as in the
previous example (by using Eq. (11.60)):

RHS,‘ = _Uoo Sil’lOti

Both the influence coefficients and the RHS vector can be computed by a double DO loop
where the collocation points are scanned first (and the RHS; vector is calculated) and then
at each collocation point the influences of the singularity elements are scanned.

e. Solve Equations

Specifying the boundary condition for each (i = 1 — N) of the collocation points
results in a set of algebraic equations with the unknown o; (j = 1 — N). These equations
will have the form

1
3 apn cee ... ain o Sl
1
asz 3 asN o RHS,
1 o3 | — | RHS;
asy  das; ) asny =
1 oN RHSN
ayiy an2 ... ... 7

The above set of algebraic equations has a well-defined diagonal and can be solved for
o0 by using standard methods of linear algebra.

f. Calculation of Pressures and Loads

Once the strength of the sources o; is known, the velocity at each collocation point
can be calculated using Eq. (11.24) and the pressure coefficient can be calculated by using
Eq. (11.18).

Note that this method is derived here for nonlifting shapes and the Kutta condition is not
used. Consequently, the circulation of the airfoil will be zero and hence no lift and drag will
be produced. However, the pressure distribution is well predicted as shown in the following
Example 1.
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Figure 11.19 Pressure distribution on a symmetric airfoil (at « = 0).

The numeric formulation presented here does not assume a symmetric solution. But,
as it appears, the solution is symmetric (about the x axis) and the number of unknowns
can be reduced to N/2 by a minor modification in the process of the influence coefficient
calculation (in Eq. (11.27)). In this case the velocity induced by the panel (1, w);; and by
its mirror image (u, w)! ; will be calculated by using Eq. (11.24):

(u, w);; = SOR2DC(0; =1, xi, 2i, Xj, 2j, Xj+1, Zj+1)

(M, w)i] = SORzDC(Ol = 17 Xiy ZisXjy =Zjs Xj+1, _Zj+l)
and the influence coefficient g;; is then

aij = [(u, w);; + (u, w)fj] -

The rest of the procedure is unchanged, but with this modification we end up with only N /2
unknowns o; (e.g., for the upper surface only).

Example 1: Pressure Distribution on a Symmetric Airfoil

The above method is applied to the 15%-thick symmetric van de Vooren airfoil
of Section 6.6. The computed pressure distribution is shown by the triangles in
Fig. 11.19 and they agree well with the exact analytical results, including those at
the leading and trailing edge regions.

Note that in this case, too, for a closed body the sum of the sources must be zero
(va: , 0i = 0), and this condition may be useful for evaluating numerical results.

A sample student computer program used for this calculation is provided in
Appendix D (Program No. 3).

11.2.2  Constant-Strength Doublet Method

The simplest two-dimensional panel code that can calculate the flow over thick
lifting airfoils is based on the constant-strength doublet. The surface pressure distribution
computed by this method is satisfactory on the surface, but since this element is equivalent
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to two concentrated vortices at the edges of the element, near-field off-surface velocity
computations will have the same fluctuations as shown in Fig. 11.11 (but the velocity
calculated at the collocation point and the resulting pressure distribution are correct).

a. Selection of Singularity Element

Consider the constant-strength doublet element of Section 10.2.2 pointing in the
positive z direction, where the panel is based on a flat element. To establish a normal-
velocity boundary condition based method, the induced velocity formulas of Egs. (10.29)
and (10.30) are used (which are equivalent to two point vortices with a strength u at the
panel edges):

" z z .
= — - 1 dinat 11.30
up, o [(x S R Sl .Y Zz] (panel coordinates) ( )
—uU X — X X — X2 .
= — — 1 dinat 11.31
wp 2 |:()C _ x1)2 ¥ Z2 ()C _ X2)2 + Z2i| (palle coordina GS) ( )

Here, again, the velocity components (u, w), are in the direction of the panel local coordi-
nates, which need to be transformed back to the x, z system by Eq. (11.23).

This procedure can be included in an induced-velocity subroutine DUB2DC (where C
stands for constant), which will compute the velocity (u#, w) at an arbitrary point (x, z) due
to the jth element:

(u, w) = DUB2DC(u;, x, 2, X}, 2j, Xj+1, Zj+1) (11.32)

b. Discretization of Geometry

The panel corner points and collocation points are generated exactly as in the
previous section (see Fig. 11.18). However, in this lifting case, a wake panel (shown in
Fig. 11.20) has to be specified. This doublet element will have a strength py and extends
to x = oo. In practice, the far portion (starting vortex) of the wake will have no influence
and can be “placed” far downstream (e.g., at (oo, 0)).

¢. Influence Coefficients
To obtain the normal component of the velocity at a collocation point (e.g., the
first point) due to the jth doublet element, Eq. (11.32) is used:

(u, w)lj = DUB2DC(ijx1, 21, X, Zj, Xj+1,s Zj+1) (11.33)

Iy, = MN-1 — UN-2

Ty =y — v

Figure 11.20 Schematic description of constant-strength doublet panel elements near an airfoil’s
trailing edge.
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The influence coefficients g;; are defined as the velocity components normal to the surface.
Consequently, the contribution of a unit strength singularity element j, at collocation point
1,is

aij I(M,U))lj -1

Similarly to the case of the constant-source method, the influence coefficients can be found
by using Eq. (11.27):

ayj = [—sin(er; — 1), cos(a; — ay)] (:;2’) (11.27)
1/ p
where o and «; are the firstand the jth panel angles, as definedin Fig. 11.17,and (u, wi;),
are the velocity components of Egs. (11.30) and (11.31) due to a unit strength element, as
measured in the panel frame of reference.
To evaluate the influence of the element on itself, at the center of the panel, we recall
Egs. (10.32) and (10.33):

up(x, 04) =0 (11.34)

—I 2
T ()Cz —xl)

wy(x, 0£) = (11.35)

Consequently, when i = j the influence coefficient becomes
-2

T Ac;

aii =

(11.35q)

where Ac; is the ith panel chord.

d. Establish Boundary Condition (RHS)
The free-stream normal velocity component RHS; is found as in the previous
examples (e.g., by using Eq. (11.6)).

e. Solve Equations

Specification of the boundary condition of Eq. (11.4) foreach (i = 1 — N) of the
collocation points results in a set of algebraic equations with the unknown i (j = 1 — N).
However, the equivalent vortex representation in Fig. 11.20 reveals that the strength of
the vortex at the trailing edge is —I" = u; — py. Since the Kutta condition requires the
circulation at the trailing edge to be zero, we must add a wake panel to cancel this vortex:

(1 = pn) 4w =0 (11.36)

A combination of this equation with the N boundary conditions results in N + 1 linear
equations:

aip  ap ..oaiy aw 75 RHS;

ax  axp .. @y Qw 2 RHS;

ayi an ... aNN anw Uy RHSy
1 o o0 ... -1 1 Uw 0

This system of equations is the numerical equivalent of the boundary condition (Eq. (11.4))
and is well defined and will have a stable solution.
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f. Calculation of Pressures and Loads

Once the strength of the doublets u ; is known, the perturbation tangential velocity
component at each collocation point can be calculated by summing the induced velocities
of all the panels, using Eq. (11.33). The tangential velocity at collocation point i is then

N+1

G =Y (. w); - (11.37)
j=1

where (1, w);; is the result of Eq. (11.33), t; is the local tangent vector defined by Eq. (11.3a),
and the (N + 1)-th component is due to the wake. Note that to evaluate the tangential velocity
component induced by a panel on itself Eq. (3.141) can be used:

1 au(d
q,:-E‘;—p on panel (11.38)

where / represents distance along a surface line. So when evaluating the tangential compo-
nent of the perturbation velocity the result of Eq. (11.38) must be included (wheni = j in
Eq. (11.37)). The pressure coefficient can be computed by using Eq. (11.18),

+g,)?
Cp =1- (Q’“éizq’)’ (11.39)
o0
where

(0r); =t - Qo (11.39q)

Note that the local lift can be calculated, too, by using the Kutta—Joukowski formula for a
point vortex:

ALj = pQol'j = =pQoo(tj+1 — 1)) (11.40)

where the minus sign is used for doublet panels pointing outside the airfoil. This formulation
should be equivalent to the result that we get by assuming constant pressure on the panel,
namely

AC;, = —C,, Alj cosa;/c (11.41)

where Al; and «; are shown in Fig. 11.21. The total lift and moment are obtained by
summing the contribution of each element:

N
L=) AL, (11.42)
j=1

N
My =— AL;(x;cosc) (11.43)

j=1

and the nondimensional coefficients can be calculated by using Egs. (11.12) and (11.13).
Note that by observing the wake vortex at x = oo in Fig. 11.20 and recalling Kelvin’s
theorem (Eq. (2.16)), we can compute the total lift simply from the wake doublet strength as

L=—pQutw (11.42a)

Example: Lifting Thick Airfoil

The above method was used for computing the pressure distribution over the 15%-
thick van de Vooren airfoil of Section 6.6, as shown in Fig. 11.22. The data agree
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Collocation
point

Figure 11.21 Typical segment of constant-strength doublet panels on the airfoil’s surface.

satisfactorily with the analytic solution for both the 0° (Fig. 11.22a) and 5° angle-of-
attack conditions (Fig. 11.22b). A slight disagreement is visible near the maximum
suction area and near the rear stagnation point. These results can be improved by
moving the grid and the collocation points near these areas, but such an optimiza-
tion procedure is not carried out here. The solution near the trailing edge can also be
improved by using the velocity formulation (Eq. (9.15b)) for the Kutta condition.

The computer program used for this example is included in Appendix D (Pro-
gram No. 4).

11.2.3  Constant-Strength Vortex Method

The constant-strength vortex distribution was shown to be equivalent to a linear-
strength doublet distribution (Section 10.3.2) and therefore is expected to improve the
solution of the flow over thick bodies. However, this method is more difficult to use suc-
cessfully compared to the other methods presented here. One of the problems arises from
the fact that the self-induced effect (Eq. (10.43)) of this panel is zero at the center of the
element (and the influence coefficient matrix, without a pivoting scheme, will have a zero
diagonal). Also, when using the Kutta condition at an airfoil’s trailing edge (Fig. 11.23)
the requirement that y; + yy = 0 eliminates the lift of the two trailing-edge panels. Con-
sequently, if N panels are used, then only N — 2 independent equations can be used and
the scheme can not work without certain modifications to the method. One such modi-
fication is presented in Ref. 5.1 (pp. 281-282) where additional conditions are found by
minimizing a certain error function. In this section, we try to use an approach similar
to the previous source and doublet methods, and only the specifications of the boundary
conditions will be modified. We will follow the basic six-step procedure of the previous
sections.

a. Selection of Singularity Element
Consider the constant-strength vortex element of Section 10.2.3, where the panel
is based on a flat surface element. To establish a normal-velocity boundary condition based
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method, only the induced-velocity formulas are used (Egs. (10.39) and (10.40)):

u, = % [tan_l i:—z — tan~! %] (panel coordinates) (11.44)

Y, (x—x1)?+(@—a)
———1In
47 (x — x2)? + (z — 22)?

w, = (panel coordinates) (11.45)
Here, again, the velocity components (u, w), are in the direction of the panel local coordi-
nates, which need to be transformed back to the x, z system by Eq. (11.23).

This procedure can be included in an induced-velocity subroutine VOR2DC (where C
stands for constant), which will compute the velocity (#, w) at an arbitrary point (x, z) due
to the jth element:

(u, w) = VOR2DC(y;, x, 2, Xj, Zj, Xj+1, Zj+1) (11.46)

b. Discretization of Geometry

To generate the panel corner points (x;—i,2j=1), (Xj=2,2j=2), ..., (Xj=n+1,
Zj=N+1), collocation points (x;—1, zi=1), (Xi=2, Zi=2), - - ., (Xi=n, Zi=n) Placed at the cen-
ter of each panel, and the normal vectors n;, the procedure of the previous section can be
used (see Fig. 11.18).

c. Influence Coefficients
A possible modification of the boundary condition, which will eliminate the zero
self-induced effect, is to use an internal zero tangential velocity boundary condition. This
is based on Eq. (9.8), which states that inside an enclosed body ®; = const. Consequently,
the normal and tangential derivatives of the total potential inside the body are zero:
i = i =0 (11.47)
on al

In this particular case the inner tangential velocity condition will be used and at each panel
(Uso +u, Weo + w); - (cosa;, —sine;) =0 (11.47a)

To specify this condition at each of the collocation points (which are now at the center
of the panel and slightly inside), the tangential velocity component is obtained by using
Eq. (11.46). For example, the velocity at a collocation point 1 due to the jth vortex element is

(l’t’ w)l] = VORQ’DC()/_IS X1, 21, -sz Zjs xj+17 Zj+1) (1 1'48)

The influence coefficient a;; is now defined as the velocity component tangent to the surface.
Consequently, the contribution of a unit strength singularity element j, at collocation point
1,1s

ajj = (u, w);; - (cosoy, —sinay)

where «; is the orientation of the panel (of the collocation point) as shown in Fig. 11.17.
The general influence coefficient is then

ajj = (u, w)jj - (cosa;, —sina;) (11.49)
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Use of this boundary condition ensures a nonzero value for the self-induced influence of
the panel. At the center of the panel, Egs. (10.42) and (10.43) are recalled,

p(x, 04) = j:%

wpy(x,0£) =0

Consequently, when i = j the influence coefficient becomes

1
= —= 11.50
a 5 ( )

d. Establish Boundary Condition (RHS)
The free-stream tangential velocity component RHS; is found by

RHS; = — (U, W) - (cos;, —sin ;) (11.51)

Note that in this case the free stream may have an angle of attack. The numerical procedure
(using the double DO loop routine) for calculating the influence coefficients and the RHS;
vector is the same as for the previous methods.

e. Solve Equations

Specifying the boundary condition for each (i = 1 — N) of the collocation points
results in a set of algebraic equations with the unknowns y; (j = 1 — N). In addition the
Kutta condition needs to be specified at the trailing edge:

i+yn=0 (11.52)

But now we have N + 1 equations with only N unknowns. Therefore, one of the equations
must be deleted (e.g., the kth equation) and by adding the Kutta condition the following
matrix equation is obtained:

al ain Y1 RHS]
any aj arN Y2 RHSZ
3l =
an—1,1 an-1.2 ... AN-IN RHSy
1 0 0o ... 1 YN 0

f. Calculation of Pressures and Loads

Once the strength of the vortices y; is known, the velocity at each collocation point
can be calculated using Eq. (11.48) and the pressure coefficient can be calculated by using
Eq. (11.18) (note that the tangential perturbation velocity at each panel is y;/2):

2
szl_[QooCOS(Ol+aj)+yj/2] (11.53)

Qoo

where Qu - tj = Qo cos(a + ;). The aerodynamic loads can be calculated by adding the
pressure coefficient or by using the Kutta—Joukowski theorem. Thus the lift of the jth panel
is
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Figure 11.24 Chordwise pressure distribution on a symmetric airfoil at angle of attack of 5° using
constant-strength vortex panels.

where Ac; is the panel length. The total lift and moment are obtained by summing the
contribution from each element,

N
L:ZALj (11.54)
j=1
N
Mo =~ ALj(x;cos) (11.55)
j=1

and the nondimensional coefficients can be calculated by using Eqs. (11.12) and (11.13).

11.3

Example: Symmetric Thick Airfoil at Angle of Attack

The above method is applied to the 15%-thick, symmetric, van de Vooren airfoil
of Section 6.6. The computed pressure distribution is shown by the triangles in
Fig. 11.24 and they agree fairly well with the exact analytical results. The point
where the computations disagree is where one equation was deleted. This can easily
be corrected by a local smoothing procedure, but the purpose of this example is to
highlight this problem. From the practical point of view it is better to use panels
with a higher order (e.g., linear) vortex distribution or any of the following methods.

The sample student computer program used for this calculation is provided in
Appendix D (Program No. 5).

Constant-Potential (Dirichlet Boundary Condition) Methods

In the previous examples the direct, zero normal velocity (Neumann) boundary

condition was used. In this section similar methods will be formulated based on the constant-
potential method (Dirichlet boundary condition). This condition was described in detail in
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Figure 11.25 Methods of fulfilling the zero normal velocity boundary condition on a solid surface.

Section 9.2 and in principle it states that if d®*/dn = 0 on the surface of a closed body
then the internal potential ®} must stay constant (Fig. 11.25a):

dF = const. (11.56)

It is possible to specify this boundary condition in terms of the stream function W
(Fig. 11.25b) and in this case the body shape is enclosed by the stagnation streamline
where W = const. (which may be selected as zero). Many successful numerical methods
are based on the stream function and they are very similar to the methods described in this
chapter. Also, the stream function can describe flows that are rotational, but an equivalent
three-dimensional formulation of such methods is nonexistent. Because of the lack of three-
dimensional capability, only the velocity potential based solutions will be discussed here.

Following Chapter 9, the velocity potential can be divided into a free-stream potential
®,, and perturbation potential @, and the zero normal velocity boundary condition on a
solid surface (internal Dirichlet condition) is

P = (& + do); = const.

If we place the singularity distribution on the boundary S (and following the two-dimensional
equivalent of Eq. (9.10) — see Eq. (3.17)) this internal boundary condition becomes

D (x,z) = 1 / |:o Inr — ui(lnr)]dS + &, = const. (11.57)
2w Jg on
and when the point (x, z) is on the surface then the coefficient 1/2w becomes 1/7.

This formulation is not unique and the combination of source and doublet distributions
must be fixed. For example, source-only or doublet-only solutions can be used with this
internal boundary condition, but when using both types of singularity, the strength of one
must be prescribed. Also, any vortex distribution can be replaced by an equivalent doublet
distribution, and therefore solutions based on vortices can be used too.

To construct anumerical solution the surface S is divided into N panels and the integration
is performed for each panel such that

N Yo 9
Z—/ alnrdS—Z—/ u—~(nr)dS + ®o, = const.
j=1 27 panel j=1 2w panel on

The integration is limited now to each individual panel element, and for constant, linear,
and quadratic strength elements this was done in Chapter 10. For example, in the case of
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constant-strength singularity elements on each panel the influence of panel j at a point P is

1 a

(Inr)dS|;=C; (11.58)
270 Joanet O S

In the case of a doublet distribution and for a source distribution

— (Inr)dS|; = B; (11.59)
27 panel / !

Once these influence integrals have been evaluated (as in Chapter 10) the boundary condition
inside the surface (at any point) becomes

N N
Z Bjo; + Z Cijuj+ Po = const. for each collocation point (11.60)
j=1 j=1

Specifying this boundary condition on N collocation points allows N linear equations to

be created.

11.3.1 Combined Source and Doublet Method

As the first example for this approach let us use the combination of source and
doublet elements on the surface. This means that each panel will have a local source and
doublet strength of its own. Since Eq. (11.60) is not unique, either the source or the doublet
values must be specified. Here the inner potential is selected to be equal to ®, and for this
case the source strength is given by Eq. (9.12) as

oj=1n; Q (11.61)

Since the value of the inner perturbation potential was set to zero (or & = &) Eq. (11.60)
reduces to

N N
Y Bjoj+» Ciuj=0 (11.62)
j=1 j=1

and u j represents the jump in the perturbation potential. This equation (boundary condition)
is specified at each collocation point inside the body, providing a linear algebraic equation
for this point. The steps toward establishing such a numerical solution are as follows:

a. Selection of Singularity Element
The velocity potential at an arbitrary point P (not on the surface) due to a constant-
strength source was derived in the panel’s frame of reference in Eq. (10.19):

o= % {(x —x)In[(x —x1)* +22] — (x — x2) In[(x — x2)* + 2%]

+ zz(tanl —tan~! L) } (panel coordinates) (11.63)
X — X2 X — X1
and that due to a constant-strength doublet in Eq. (10.28):
M -1 -1 < .
d=— |:tan — tan ] (panel coordinates) (11.64)
2 X — X2 X — X
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These equations can be included in two subroutines that calculate the potential at point
(x, z) due to the source and doublet element j:

A®; = PHICS(0, X, 2, Xj, Zj, Xj+1, Zj+1) (11.65)
Aqu=PHICD(/.Lj,X,Z,.Xj,Zj,XjJrl,Zj+1) (1166)

These subroutines will include the transformation of the point (x, z) into the panel coordi-
nates (e.g., in Eq. (11.23a)) and it is assumed that these potential increments are expressed
in terms of the global x, z coordinates. However, since the influence coefficients depend on
view angles and distances between points (see Fig. 10.6), the transformation of A® back
to the global coordinate system can be skipped.

b. Discretization of Geometry

The N + 1 panel corner points and N collocation points are generated in a manner
similar to the previous example of the constant-strength source (Fig. 11.18). However, now
the internal Dirichlet boundary condition will be applied and therefore the collocation points
must be placed inside the body. (Usually an inward displacement of 0.05 panel lengths is
sufficient, but attention is needed near the trailing edge so that the collocation point is
not placed outside the body. In the case where the self-induced influence is specified by a
separate formula, then for simplicity, the collocation point can be left at the center of the
panel surface without the inward displacement.)

¢. Influence Coefficients
The increment in the velocity potential at collocation point i due to a unit strength
constant-source element of panel j is obtained by using Eq. (11.65):

bij = PHICS(0; = 1, X, 2i, Xj, Zj, Xj41, Zj+1) (11.67)
and that due to the same panel but with a unit strength doublet is
cij = PHICD(u; = 1, X, 2iy Xj, Zjs Xjt15 2j+1) (11.68)

Note that this calculation is simpler (requiring less algebraic operations) than comparable
calculations using the velocity boundary condition, which require the computation of two
velocity components and a multiplication by the local normal vector.

Also, the influence of the doublet panel on itself (using Eq. (10.31)) is

1
= 11.69

and for the source the self-induced effect can be calculated by using Eq. (11.67).

Determination of the influence of the doublets at each of the collocation points will result
inan N x N influence matrix, with N + 1 unknowns (where the wake doublet wy is the
(N + 1)-th unknown). The additional equation is provided by using the Kutta condition (see
Fig. 11.20):

(w1 — pun) +pw =0 (11.36)

Combining this equation with the influence matrix will result in N + 1 linear equations for
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the influence of the doublets:

ccn ... CIN Cw 1
Nl €1 2 oo N Qw H2
Zczjﬂj =
i=l CN1  CN2 ... CNN CNwW UN
10 0 ... =1 1) \uw

If we replace pwy with uy — p; from Eq. (11.36), we can reduce the order of the above
matrix to N. The first row, for example, will have the form

(c11 — ciw)ur + crapa + -+ -+ (civ + crw)ibn

and only the first and the Nth columns will change because of the term =£c;. We can
rewrite the doublet influence such that

ajj = cij, j ~A1,N
aj1 = ¢i1 — Ciw, Jj=1 (11.70)
aiN = CiN + Ciw, Jj=N

With this definition of the doublet coefficients and with the b;; coefficients of the source

influence, Eq. (11.62), specified for each collocation point | — N, the matrix equation will
have the form

a, ap, ..., a4y M1 bit, by, ..., by o
a, ap, ..., an 2 by, by, ..., b || o
+1| . : =0
ayi, an2, ..., Ann/) \MUwn byi, bn2, ..., byn/ \own
(11.71)

d. Establish RHS Vector

If we specify the source strength at the collocation point, according to Eq. (11.61),
the second matrix multiplication can be executed. Then this known part is moved to the
right-hand side of the equation. Thus

RHS; bii, b, ..., by ol
RHS, by, by, ..., by lop)
l=— 7 : . (11.72)
RHSy byi, bn2, ..., byn/ \ow
e. Solve Equations
At this phase the N equations will have the form
ay, ap, ..., 4y 1 RHS;
a, ap, ..., @y 2 RHS,
o =| (11.73)
ayi, an2, ..., Aann/) \MN RHSy

with N unknown values 1 ;, which can be computed by solving this ful/l-matrix equation.
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Figure 11.26 Doublet panels on the surface of a solid boundary.

f. Calculation of Pressures and Loads

Once the strength of the doublets 14 ; is known, the potential outside the surface can
be calculated. This is shown schematically in Fig. 11.26, which indicates that the internal
perturbation potential ®; is constant (and equal to zero) and the external potential ®,, is
equal to the internal potential plus the local potential jump —u across the solid surface,

O, =D — (11.74)

The local external tangential velocity component above each collocation point can be cal-
culated by differentiating the velocity potential along the tangential direction:

Q_acb;;
Y]

where [ is a line along the surface. For example, the simplest numerical interpretation of
this formula is

(11.75)

0, = Hj— Rty 0, (11.76)
Alj
where Al; is the distance between the two adjacent collocation points, as shown in the
figure. This formulation is more accurate at the jth panel second corner point and can be
used to calculate the velocity at this point. The pressure coefficient can be computed by
using Eq. (11.18):

Q2
C, =1——2 (11.77)
Pj ng
The contribution to the lift coefficient is then
AC; = —Cp Aljcosaj/c (11.78)

where Al; and o; are shown in Fig. 11.21. The total lift and moment are obtained by
summing the contribution of each element:

N
L=) AL, (11.79)
j=1

N
My =— AL;(x;cosc) (11.80)
j=1

and the nondimensional coefficients can be calculated by using Eqs. (11.12) and (11.13).
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Figure 11.27 Chordwise pressure distribution on a symmetric airfoil, using 10 and 90 panels (com-
bined source/doublet method with Dirichlet boundary condition).

Example: Lifting Thick Airfoil

A short computer program (Program No. 9 in Appendix D) was prepared to demon-
strate the above method and the same airfoil geometry was used as for the previous
examples. Table 11.2 shows the numeric equivalent of Eq. (11.71) for N = 10 pan-
els, along with the RHS vector and the solution vector (of the doublet strengths).
These results are plotted in Fig. 11.27, which shows that even with such a low
number of panels a fairly reasonable solution is obtained. When using a larger
number of panels (N = 90) the solution is very close to the analytic solution, both
at the leading and trailing edges. As mentioned earlier, the potential based influ-
ence computations (Egs. (11.67) and (11.68)) and the pressure calculations (of
Eq. (11.76) or Eq. (11.38)) seem to be computationally more efficient than those
of the previous methods.

11.3.2  Constant-Strength Doublet Method

An even simpler method for lifting airfoils can be derived by setting the source
strengths to zero in Eq. (11.60). The value of the constant for the internal potential is selected
to be zero (since a choice similar to that of the previous section of ®; = @, will result in
the trivial solution). Consequently, the boundary condition describing the internal potential
(Eq. (11.60)) reduces to

N
D Cinj+ P =0 (11.81)

j=1

where

oo = UsoX + Wiz (11.82)
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Table 11.2. Influence matrix for the airfoil shown in Fig. 11.27 using ten panels (o = 5°,
constant-strength source and doublets with the Dirichlet boundary conditions)

0.48 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.04 0437 [
—0.02 0.50 0.01 0.01 0.01 0.01 0.02 0.06 034 0.06 W2
—-0.02 0.01 0.50 0.02 0.02 0.03 0.07 0.27 0.08 0.03 "3
-0.01 0.01 0.02 0.50 0.04 0.08 0.23 0.10 0.03 0.02 4

0.00 0.01 0.02 0.06 0.50 0.24 0.12 0.03 0.01 0.01 s

0.01 0.01 0.03 0.12 0.24 0.50 0.06 0.02 0.01 0.00 e

0.02 0.03 0.10 023 0.08 0.04 050 0.02 0.01 -0.01 "7

0.03 0.08 0.27 0.07 0.03 0.02 0.02 0.50 0.01 -—-0.02 us

0.06 034 0.06 0.02 0.01 0.01 0.01 0.01 0.50 -—0.02 o

0.43 0.04 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.48 | [ 110

—0.08 0.00 009 0.10 005 005 010 0.09 0.00 —0.067 [—0.07]
0.00 —0.11 0.04 008 004 004 008 004 —0.05 0.00]|[—0.05
0.04 0.03 —0.11 0.02 0.03 0.03 0.03 —0.02 0.04 0.04 0.02
0.05 0.09 003 —0.11 000 000 —0.02 004 010 0.05 0.18
0.06 0.12 0.08 —0.02 —0.07 —0.04 000 008 0.12 0.06 0.61
0.06 0.12 0.08 0.00 —0.04 —-0.07 —-0.02 0.08 0.12 0.06 0.46
0.05 0.10 0.04 —0.02 000 000 —0.11 003 009 0.05 0.00
0.04 0.04 —0.02 003 003 003 002 —0.11 0.03 0.04|[-0.15
0.00 —0.05 0.04 0.08 0.04 0.04 0.08 0.04 —0.11 0.00 | | —0.22

|—0.06 0.00 0.09 0.10 005 005 0.10 0.09 000 —0.08] |—0.24 |

o;

The solution is:

T ] [—0.1795420 T 0.8
1 —0.1691454 0.7
1 —0.1914112 0.01
s —0.2294960 —0.07
s —0.2296733 —0.13
we |~ | =7.9113595 x 102 RHS: =1 512
1w 9.1565706 x 102 —0.05
s 0.2577208 0.03
Lo 0.3524704 0.08

o] L 03651389 ] | 0.09 |

Note that now u will represent the potential jump from zero to @, on the boundary (see
Fig. 11.26) and therefore &, is the local total potential (whereas in the previous example ©
was the jump in the perturbation potential only).

Equation (11.81) can be specified at each collocation point inside the body, providing
a linear algebraic equation for this point. The steps toward establishing such a numeric
solution are very similar to the previous method.

a. Selection of Singularity Element

For this case a constant-strength doublet element is used and the potential at an ar-
bitrary point P (not on the surface) due to a constant-strength doublet is given by Eq. (11.64)
and by the routine of Eq. (11.66):

A‘Dd:PHICD(MI‘,X,Z,Xj,Zj,)Cj+1,Zj+1) (1166)
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b. Discretization of Geometry

The N + 1 panel corner points and N collocation points are generated in a manner
similar to the previous example and a typical grid is shown in Fig. 11.18. Since in this
case the internal Dirichlet boundary condition is used the collocation points must be placed
inside the body with a small inward displacement under the panel center (although this
inward displacement can be skipped if the self-induced influence is specified separately).

c. Influence Coefficients
The increment in the velocity potential at collocation point i due to a unit strength
constant doublet element of panel j is given by Eq. (11.68):

¢ij = PHICD(u; = 1, x;, i, Xj, Zj, Xjg1s Zjs1) (11.68)

The construction of the doublet influence matrix and the inclusion of the Kutta condition
(and the wake doublet ) is exactly the same as in the previous example. Thus, after
substituting the Kutta condition (uw = uy — 1), the ¢;; influence coefficients become the
a;;j coefficients (see Eq. (11.70)). If we use these results, Eq. (11.81), when specified at each
collocation point, will have the form

an, ap, ..., 4y 73 D,
a, ap, ..., ap 7%} Do,

+| T l=o0 (11.83)
ant, dan2, ..., 4NN Uy Doy

d. Establish RHS Vector
The second term in this equation is known and can be transferred to the right-hand
side of the equation. The RHS vector then becomes

RHS; Do,
RS2 | P (11.84)
RHSy Do,

and the ®,; term is calculated by using Eq. (11.82).

e. Solve Equations
At this phase the N equations will have the form similar to Eq. (11.73) and can be
solved for the N unknown values ;.

f. Calculation of Pressures and Loads

Once the strength of the doublets yt ; is known, the potential outside the surface can
be calculated based on the principle shown schematically in Fig. 11.26 (but now &} = 0).
Equation (11.75) is still the basis for calculating the local velocity but now the external
potential @, is equal to the local total potential jump —u across the solid surface. Thus,
the local external tangential velocity above each collocation point can be calculated by
differentiating the velocity potential along the tangential direction, and Eq. (11.76) will
have the form

Hj— Hjt1
0, = i+l (11.85)
! Al;
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Table 11.3. Influence matrix for the airfoil shown in Fig. 11.27 using ten panels (¢ = 5°,
constant-strength doublets only, with the Dirichlet boundary conditions)

[ 0.50 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.04 040 0.027 [ [ 08387
0.00 0.50 0.01 0.01 0.01 0.01 0.02 0.06 0.34 0.04 0.02 2 0.49
0.00 0.01 0.50 0.02 0.02 0.03 0.07 0.27 0.08 0.01 0.02 3 —0.08
0.00 0.01 0.02 0.50 0.04 0.08 023 0.10 0.03 0.01 0.01]|]| a4 —0.61
0.00 0.01 0.02 0.06 0.50 0.24 0.12 0.03 0.01 0.00 0.00 s —0.92
0.00 0.01 0.03 0.12 0.24 0.50 0.06 0.02 0.01 0.00 0.00 e | =1 —091
0.01 0.03 0.10 0.23 0.08 0.04 050 0.02 0.01 0.00 —0.01]| ps —0.59
0.01 0.08 0.27 0.07 0.03 0.02 0.02 0.50 0.01 0.00 —0.02 s —0.06
0.04 034 0.06 0.02 0.01 0.01 0.01 0.01 0.50 0.00 —0.02 o 0.50
0.40 0.04 0.01 0.01 0.01 0.01 0.01 0.0l 0.00 050 —0.02] | 1o 0.88

| —1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 —1.00] | x, | L 0.00

By substituting (., = w19 — 1 we get

[ 0.48 0.00 0.01 0.01 0.0l 0.01 0.01 0.01 0.04 0437 [ 1] [ 0.887]

—0.02 0.50 0.01 0.01 0.01 0.01 0.02 0.06 0.34 0.06 2 0.49
—0.02 0.01 0.50 0.02 0.02 0.03 0.07 0.27 0.08 0.03 || u3 —0.08
—0.01 0.01 0.02 0.50 0.04 0.08 0.23 0.10 0.03 0.02 Ha —0.61
0.00 0.01 0.02 0.06 050 0.24 0.12 0.03 0.01 0.01 s | [ —0.92
0.01 0.01 0.03 0.12 0.24 0.50 0.06 0.02 001  0.00 || us | | —0.91
0.02 0.03 0.10 0.23 0.08 0.04 050 0.02 0.01 -0.01 ny —0.59
0.03 0.08 0.27 0.07 0.03 0.02 0.02 0.50 0.01 -0.02 s —0.06
0.06 0.34 0.06 0.02 0.0l 0.01 0.01 0.01 0.50 —0.02| | uo 0.50
| 043 004 001 001 001 0.0l 0.0l 001 000 048] x| [ 0.88]
The solution is:
[u1]  [—0.69700307
%) —0.3259878
103 0.2767572
W 0.8576335
ms | 1.182451
us | | 1.016438
w7 0.5045773
s —0.2092538
J7y —0.8805848
L] [—1.270261 |

fw = [0 — 1 = —0.5732538

The pressure coefficient and the fluid dynamic loads can be calculated now using the
formulation of the previous section (Egs. (11.77)—(11.80)).

Example 1: Lifting Thick Airfoil

This constant-strength doublet method is applied to the same problem of the pre-
vious section and the resulting pressure distribution with 10 and 90 panels is
very close to the results presented in Fig. 11.27. It seems that this method is as
effective as the combined source and doublet method and it does not have the
matrix multiplication of the source matrix (less numerics). The influence coef-
ficients for the N = 10 panel case are presented in Table 11.3 along with the
solution vector. This information is presented since it was found that such data
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Figure 11.28 Effect of flap deflection on the chordwise pressure distribution of a two-element airfoil.
(Triangles represent lower surface results for both flap angles.)

(as in Tables 11.2 and 11.3) are extremely useful in the early stages of code de-
velopment and validation. Table 11.3 presents the doublet influence coefficients
before and after the inclusion of the Kutta condition and also the magnitude of
the solution vector p;, which is larger in this case than in the case shown in
Table 11.2. This is a result of the unknowns 1 ; representing here the total veloc-
ity potential whereas in the combined doublet/source case the doublet represents
the perturbation potential only. Maskew®- claims that since the unknown u; are
larger in the doublet-only solution, there is a numerical advantage (in terms of
convergence for a large number of panels) for using the combined source/doublet
method.

Example 2: Two-Element Airfoil

To model multielement airfoils the Kutta condition must be specified, separately,
for each element. This method is then applied to the two-element airfoil shown in
Fig. 11.28. The effect of a 5° flap deflection on the chordwise pressure distribution
is shown in the lower part of the figure. In general the effect of flap deflection is
to increase the lift of the main planform more than the lift of the flap itself.

A sample student computer program for this method is presented in Appendix
D (Program No. 8).

Linearly Varying Singularity Strength Methods
(Using the Neumann B.C.)

As an example of higher order paneling methods using the Neumann boundary

condition, the linear source and vortex formulations will be presented. Since the linear
doublet distribution is equal to the constant-strength vortex distribution, only the above two
methods will be studied. Here the panel surface is assumed to be planar and the singularity
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Figure 11.29 Nomenclature for a linear-strength surface singularity element.

will change linearly along the panel. Consequently, the singularity strength on each panel
includes two unknowns and additional equations need to be formulated.

11.4.1 Linear-Strength Source Method

The source-only based method will be applicable only to nonlifting configurations
and is considered to be a more refined model than the one based on constant-strength source
elements. The basic six step procedure follows.

a. Selection of Singularity Element

A segment of the discretized singularity distribution on a solid surface is shown in
Fig. 11.29. To establish a normal-velocity boundary condition based method (see Eq. (11.4)),
the induced-velocity formulas of a constant- and a linear-strength source distribution are
combined (Egs. (10.17) and (10.48), and Egs. (10.18) and (10.49)). The parameters 6 and
r are shown in Fig. 11.29, and the velocity (4, w),, measured in the panel local coordinate
system (x, z),, has components

2 2
o ri o1 | X — X1 ri
=—1 — In = — 6, —0
o nr22+2n|: 5 nr22+(X1 x2) + z2(62 1)}

I/l[, -y
(in panel coordinates) (11.86)
2
(o) [oa] ry
w, = E(Qz —6)+ E |:Z In E 4+ 2(x — x1)(6; — 91)]

(in panel coordinates) (11.87)

where the subscripts 1 and 2 refer to the panel edges j and j + 1, respectively. In these
equations oy and o) are the source strength values, as shown in Fig. 11.30. If the strength
of o at the beginning of each panel is set equal to the strength of the source at the end point
of the previous panel (as shown in Fig. 11.29), a continuous source distribution is obtained.
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Figure 11.30 Decomposition of a generic linear-strength singularity element.

Now, if the unknowns are the panel edge values of the source distribution (o, oj41, ...
as in Fig. 11.29) then for N surface panels on a closed body the number of unknowns is
N + 1. The relation between the source strengths of the elements shown in Fig. 11.30 and
the panel edge values is

oj =0y (11.88a)
0j4+1 = 09 + 014 (11.88b)
where a is the panel length, and for convenience the induced-velocity equations are rear-

ranged in terms of the panel-edge source strengths o; and o1 (and the subscripts 1 and 2
are replaced with the j and j + 1 subscripts, respectively):

I 0j(xjp1 — Xj) + (041 — o)) (x — x;) 1
’ 2w (41 — X)) i
- %(OHI - oj)[(xjH — %) + 041 — 6j)i| (panel coordinates)
T\Xj+1 — X Z
(11.89)
w = (T g, i
P 27 xj-‘rl — Xj I‘j

0j(xj41 — x;) + (041 — 0;)(x — x;)

+
2JT(.X]'+1 — xj)

(@j4+1 —6;) (panel coordinates)
(11.90)

Note that Eqs. (11.89) and (11.90) can be divided into velocity induced by o; and by
such that

(w, w), = @', w, + @, w"), (11.91)

where the superscript ()* and ()? represent the contribution due to the leading and trailing
singularity strengths, respectively. If we rearrange Egs. (11.89) and (11.90) we can separate
the () part of the velocity components,

oi(xip —x r o; Xip] — X;
u‘;—ij( i+ = %) In—L 4= ( / >|:( JHZ j)+(9j+1_9j):|

o 27T(Xj+1 —Xj) Tyl 2

Xjp1 —Xj
(11.92q)
a_ % g rjigt . 0(xj41 —x)
= (T Y ST g 11.92b
wP 27‘[ (xj+1—xj> n Vj +27T(Xj+1—xj')( i+l j) ( )
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from the ()? part of the velocity components,

ubl = 46j+1(x — %) In L i( i+l >|:(xj+lz_ x) + (041 — 9/')]

P 2 (Xjp1 — X)) Ty s Xj41 — X,
(11.92¢)
b < Oj+1 Tj+1 O'j+1(x —xj)
=\ )n="—+ = (0j1 = 0; 11.92
r 27 (x.i+1 —xj) rj 27 (X 41 —xj)( i+ =) ( d)

To transform these velocity components back to the x, z coordinates, a rotation by the
panel orientation angle ¢; is performed as given by Eq. (11.23):

(u) _ (cqsai s1nozl~) <u> (11.23)
w —sina; cose; ) \w)/

This procedure can be included in an induced-velocity subroutine SOR2DL (where L
stands for linear), which will compute the velocity («#, w) at an arbitrary point (x, z) in the
global coordinate system due to the jth element:

bl

u
u 9

= SOR2DL(O'J, O'j+1,.x, Z,Xj, Zj, )Cj+1, Zj+1) (1193)

’

u
a
b

SERSERSS
IS OESY

The four additional velocity components (1, w*, u”, w”) will be a byproduct of subroutine
SOR2DL.

b. Discretization of Geometry
The panel corner points, collocation points, and normal vectors are computed as
in the previous methods.

¢. Influence Coefficients

In this phase the zero normal flow boundary condition is implemented. For exam-
ple, the velocity induced by the jth element with a unit strength o; and o, at the first
collocation point, can be obtained by using Eq. (11.93):

u, w
ut, wt = SOR2DL(0; = 1,041 =1, x1, 21, X}, 2, Xj+1, 2j+1) (11.93a)
b

b
w,w’/

where the superscripts ()* and ()? represent the contributions due to the leading and trailing
singularity strengths, respectively. This example indicates that the velocity at each collo-
cation point is influenced by the two edges of the jth panel. Thus, adding the influence of
the (j + 1)-th panel and each subsequent panel gives the local induced velocity at the first
collocation point
(. w) = @, wnoy + [’ w)i + @, wlo,
+ [, w2 + @, wi3los + - -
+ [, w -1 + @ wiylon + @’ w”)ivons

This equation can be reduced to a form

(u, w) = (u, w01 + (U, w)1202 + - - + (U, W) N+10N 11
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such that for the first and last terms
(u, w)n = W, wHI01 (11.94a)

(, )i n+1 = (U’ w)yoNL (11.94b)

and for all other terms
(w, w)i ;= [, W) -1+ @ w) jlo; (11.94c¢)

From this point on the procedure is similar to the constant-strength source method. The
influence coefficient is calculated when o; = 1 and

aij = (M, LU),"j N 1 (1195)

For each collocation point there will be N + 1 such coefficients and unknowns o;.

d. Establish Boundary Condition (RHS)
The free-stream normal velocity component RHS; is found, as in the case of the
discrete source (by using Eq. (11.6b)), at the collocation point:

RHS; = — Uy sing;

where «; is the panel inclination angle depicted by Fig. 11.3.

e. Solve Equations

Specification of the boundary condition for each (i = 1 — N) of the collocation
points results in NV linear algebraic equations with the unknowns o (j =1 — N + 1). The
additional equation can be found by requiring that the flow leaves parallel to the trailing
edge; thus

o, +oyy1 =0 (11.96)

Another option that will yield similar results is to establish an additional collocation point
slightly behind the trailing edge and require that the velocity will be zero there (stagna-
tion point for finite-angle trailing edges). Consequently, the set of equations to be solved
becomes

ay  an aiN+1 o1 RHS;
a  axp e s N+1 (o) RHS,
az;  axp e az,N+1 03 RHS;
ani an?p AN N+1 ON RHSN
1 0 0 ... 0 1 _— 0

The above set of algebraic equations has a well-defined diagonal and can be solved for
o by using standard methods of linear algebra.

f. Calculation of Pressures and Loads
Once the strength of the sources o is known, the velocity at each collocation point
can be calculated using Eq. (11.93) and the pressure coefficient can be calculated by using
Eq. (11.18).
The formulation presented here is for a nonlifting symmetric wing or body. For this
case, the number of unknowns can be reduced to N /2 (e.g., to the number of upper surface
elements only) by the minor modification presented at the end of Section 11.2.1.
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Note that for a closed body the sum of the sources must be zero. However, this con-
dition is not an independent one and cannot be used instead of the additional equation
(Eq. (11.96)).

A computer program based on this method is presented in Appendix D (Program No.
6) and the computed pressure coefficients for the airfoil of Section 6.6 result in a pressure
distribution similar to that of Fig. 11.19.

11.4.2  Linear-Strength Vortex Method

The constant-strength vortex method of Section 11.2.3 posed some difficulties that
can be corrected by using the linear-strength vortex element. To describe the method let us
follow the basic six-step procedure:

a. Selection of Singularity Element

The linearly varying source distribution shown in Fig. 11.29 includes the same
nomenclature that is used for the linearly varying strength vortex panel. The velocity com-
ponents (u, w),, in the direction of the panel coordinates were obtained in Sections 10.2 and
10.3 (Egs. (10.39), (10.40), (10.72), and (10.73)):

z Z .
up = AU tan~! — tan~! (panel coordinates)
2 X — X2 X — X1

N2 2
+£|:zln—(x ¥ +2
4

2x(tan™!
(x—x2)2+22+ x(an

—tan~! % )} (11.97)

X — X X — X1

a2 42
—&1 = x) +2 (panel coordinates)

P77 dr T (x— x4 22
nlx, x—x)+2
—— | =-In——F— + —
271[2n(x—x2)2+z2 (1 = x2)

+z<tan—1 L ! = )} (11.98)
X — X X — X

where the subscripts 1 and 2 refer to the panel edges j and j + 1, respectively. As in the
case of the linearly varying strength source, it is useful to rearrange these equations in terms
of their edge vortex strengths y; and y;4 (see Egs. (11.88a, b)) and to use the subscripts j
and j + 1 instead of 1 and 2:

uy = i(ﬂ) n T
2w \Xjp1 — X T
Vil = X)) + (Vi1 — vi)x —x;)

+
27T(Xj+1 — Xj)

(Bj+1 —0;) (panel coordinates)

(11.99)
W — _Vj(xj+1 — X))+ ¥j+1 — Vj)(x —xj) In T
p 27 (X1 — Xj) Tjt1
Z <yf+1 —Yi ) |:(xj+1 — %) + (041 — Gj)i| (panel coordinates)
2 Xj+1 — Xj Z

(11.100)
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These two equations combined with the transformation of Eq. (11.23) can be included in a
subroutine VOR2DL such that

u, w
u“,w" IVORZDL(]/J',}/j+1,)€i,Zi,Xj,Zj,XJ+1,Zj+1) (11101)
b b
u’, w’ ) ..
ij
where the superscripts ()? and ()? represent the contributions due to the leading and trailing
singularity strengths, respectively. For simplicity, this procedure is not repeated here but
can be obtained simply by taking all terms multiplied by y; in Egs. (11.99) and (11.100) to
produce the ()* component and all terms multiplied by y; 1 to produce the ()’ component
(as was done in the case of the linearly varying strength source — see Eqs. (11.91) and
(11.92)). This decomposition of the velocity components is automatically calculated by the

subroutine described by Eq. (11.101), and

(u, w) = (u®, w) + (ub, wh)

b. Discretization of Geometry
The panel corner points, collocation points, and normal vectors are computed as
in the previous methods.

c. Influence Coefficients

In this phase the zero normal flow boundary condition (Eq. (11.4)) is implemented.
For example, the self-induced velocity due to the jth element with a unit strength y; and
Yj+1, at the first collocation point, can be obtained by using Eq. (11.101):

u,
a

u a
I/tb

b
1

ZVORZDL()/, = 1, )/j+| = 1,x1,Zl,xj,Zj,x_j+l7Zj+l) (11102)

)

SERSERS]

)

Similarly to the case of the linearly varying strength source the velocity at each collocation
point is influenced by the two edges of the jth panel. Thus adding the influence of the
(j + 1)-th panel and each subsequent panel gives the local self-induced velocity at the first
collocation point

, wi = @', whny + (@, wn + @', wHnly
+ 1@, w4+ @, w)islys + -
+ [, wP) vor + @ wivlyn + @, W) vy
This equation can be reduced to a form
(u, w); =, wnuyr + @, whays + -+ U, W) N+1YN+1
such that for the first and last terms
(u, wn = @, wHY (11.103a)
, W e = @, w)iyyne (11.103b)

and for all other terms

(u, whj = [@, w4+ @ w iy (11.103¢)
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From this point on the procedure is similar to the linearly varying strength source method.
The influence coefficient is calculated when y; = 1 and

dij :(u,w),;j i 1 1 (11104)

For each collocation point there will be N + 1 such coefficients and unknowns y;.

d. Establish Boundary Condition (RHS)
The free-stream normal velocity component RHS; is found as in the case of discrete
vortex (by using Eq. (11.6a)):

RHS; = —(Uso, Weo) - (cOs;, —sine;)

e. Solve Equations

Specification of the boundary condition for each (i = 1 — N) of the collocation
points results in NV linear algebraic equations with the unknowns y; (j =1 — N + 1). The
additional equation can be found by specifying the Kutta condition at the trailing edge:

ityna1 =0 (11.105)

Consequently, the set of equations to be solved becomes

ar an al,NH ]/1 RHSl
a ap - az N+l 12) RHS,
az;  axp e az,N+1 V3 RHS;3
ayi  aw: e aN . N+1 YN RHSy
10 0 ...0 1 YN+l 0

The above set of algebraic equations has a well-defined diagonal and can be solved for
y; by using standard methods of linear algebra.

f. Calculation of Pressures and Loads
Once the strength of the vortices y; is known, the perturbation velocity at each col-
location point can be calculated using the results for a vortex distribution (e.g., Eq. (3.147)):

Vit Vi1
Qt,- = (Qtoo)j + %

and the pressure coefficient can be calculated by using Eq. (11.18):
_o
0%
The lift of the panel can be computed from this pressure distribution or by using the Kutta—
Joukowski theorem:

(11.106)

c,=1

Yt Vit
)
where Ac; is the panel length. The total lift and moment are obtained by summing the
contribution of the individual elements (as in Egs. (11.54) and (11.55)).

A computer program based on this method is presented in Appendix D (Program No. 7),
and the computed pressure coefficients for the same airfoil of Section 6.6, used for the
previous examples, at an angle of attack of 5° are presented in Fig. 11.31.

AL; =pQ Ac; (11.107)
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Figure 11.31 Chordwise pressure distribution along a symmetric airfoil (using the linearly varying
strength vortex method).

11.5 Linearly Varying Singularity Strength Methods (Using the Dirichlet B.C.)

In this section linearly varying strength doublet and source elements will be used
to formulate methods based on the Dirichlet boundary condition. Since a linear vortex
distribution is equivalent to a quadratic doublet distribution (which will be described in
Section 11.6), such vortex methods are not presented here.

11.5.1 Linear Source/Doublet Method

For this example, the approach of Section 11.3 is used and a combination of
linearly varying strength sources and doublets will be distributed on the solid boundaries
S (Fig. 11.32). Following Section 11.3.1 we select the velocity potential within the volume
enclosed by S as & = &, and the boundary condition at each collocation point is reduced
to the form given by Eq. (11.62):

N N
Y Bjoj+» Cjuj=0 (11.62)
j=1 j=1

where N is the number of singularity strength parameters. To establish a solution based on
this equation using linearly varying singularity distributions, let us follow the basic six-step
procedure.

Figure 11.32  Linear-strength singularity element model for a closed body.
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a. Selection of Singularity Element

The potential at an arbitrary point P (not on the surface) due to a linearly varying
strength source o(x) = oy + o1x was derived in Egs. (10.14) and (10.47) (in the panel
coordinate system) and is

o= :—;[(x —x)Inr? — (x — x2) Inr? +22(6, — 6))]

2

o x—2 i lnrl2 - x—2 Bkl Inr;
47 2 2
+2x2(6, — 6)) — x(x3 — xl):| (panel coordinates) (11.108)

Of particular interest is the case when the point P lies on the element (usually at the
center). In this case z = 0+ and the potential becomes

2
X1+ x2 (o)) X2 — X1
O ——2,0+) = —(xs — 1)1
( > ,0> 27_[(152 xl)n< 5 )

— 1
+ ﬂ(xg —x7) <ln non —) (panel coordinates)

i 2 2
(11.108q)

Using the transformation of Eq. (11.23a) (from panel to global coordinates and back) and
the above equations for the velocity potential we can formulate a subroutine (e.g., PHILS).
From the computational point of view it is more useful to evaluate the panel influence based
on its edge values. Since the source values are assumed to be known, based on Fig. 11.30
we can write for the jth panel

00, = 0 (11.109)
o, =% (11.109)
Xj4l = Xj

where o; and 0 are the source values at the panel’s two edges. So based on the formulas for
the velocity potential (Egs. (11.108) and (11.108a), including the transformation between
the panel and global coordinate systems as in Eq. (11.23a)), and on the substitution of
Eqgs. (11.109) and (11.109q) the influence subroutine for the linearly varying source is
defined as

®g =PHILS(0;, 0j41,X,2, X}, 2j, Xj4+1, Zj+1) (11.110)

Here the potential due to the jth element is a function of the coordinates and the panel edge
singularity strengths.

Next, the potential at an arbitrary field point P due to the linearly varying strength doublet
w(x) = o + p1x is obtained by combining Egs. (10.28) and (10.59):

_ 2
D = ﬂ(@z —6)) — ladl 2x(02 —601) + zln r_22 (panel coordinates)
2w 4 ri

(11.111)

When the point P is on the element (z = 0, x; < x < x3), this reduces to the results of



308 11/ Two-Dimensional Numerical Solutions

Egs. (10.31) and (10.64):

Ho + ﬂx) (panel coordinates) (11.111a)

dD(x,O:I:)=:F< > >

Similarly to the source case, a substitution for the doublet strength parameters wy and
11, in terms of the panel edge values, gives

Mo, = I (11.112)
py, =2 = (11.1124)
Xj1 = X,

These equations combined with Eq. (11.111) result in

2
—Hj Mjrl — M Fi
b=—"0j41 —0;)— ————— | 2x(Oj41 — 0, In ——
2 Ot =00 4 (x40 — X;) [ (641 = 6;) +2ln r? }
(panel coordinates) (11.113)

and now the panel influence depends on the leading and trailing singularity strengths
M, i1 It is useful to rearrange this equation so that the first term ®“ is a function
of i ; and the second part ®” is a function of ;1. Thus Eq. (11.113) is rewritten as

& =0+ o° (11.113a)
and

2
a —H 1 Z rj+1
o= _"Yilg 0 — — | x(@4 —0;)+ ~In2tL
2 { T G —xj)[x( Oty ”

(panel coordinates) (11.114)
s r2

o= — P 10, —0)+ = In = | (panel coordinates) (11.115)
27T(Xj+1 —Xj) 2 rj

Again, using the transformation of Eq. (11.23a) (from global to panel coordinates) and
the above equations for the velocity potential we can formulate an influence subroutine such
that

P
(o} :PHILD(MJ‘,,bLj_H,x,Z,)Cj,Zj,)Cj_H,ZJ'_H) (11116)
CDb
D
These subroutines (for the source and doublet elements) compute the potential at a point
P due to the jth panel and the superscripts ()* and ()” in the case of the doublet element
represent the panel influence contributions due to the leading and trailing doublet strengths,
respectively.

b. Discretization of Geometry

The N + 1 panel corner points and N collocation points are generated in a manner
similar to the previous examples (see Fig. 11.18). In this case of the internal Dirichlet
boundary condition the collocation points must be placed inside the body. This small inward
displacement of the collocation point can be skipped if the panel self-induced influence is
specified in a separate formula.
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¢. Influence Coefficients
The increment in the velocity potential at collocation point i due to a linearly
varying strength doublet (of panel ;) is computed by using Eq. (11.116):

[
o =PHILD[(u; =1, pj1 = 1), Xi, 23, X, 250 Xjg1s Zj1] (11.116a)
cDb
D
Note that the contribution due to the panel edge singularity strengths is automatically
computed (as in Egs. (11.114) and (11.115)). Thus, for the first collocation point the doublet
influence due to the first panel is

o 1 + d)ll’l,uz
and the influence due to all the doublet panels is

Pp = (D1 + q>11)1li2) + (P12 + q”le%) +-
H(Diyin + Plyuni1) + Crwpw (11.117)

where py is the constant-strength wake doublet element (as in Section 11.3.1). The strength
of this wake doublet element is set by applying the Kutta condition at the trailing edge such
that

Mw = UN+1 — K] (11.118)

It is possible to add additional conditions at the trailing edge such as the requirement that
the tangential velocity components on the upper and lower surfaces will be equal (or the
upper and lower doublet gradients will be equal and opposite in sign). In terms of the four
nearest (to the trailing edge ) corner-point doublet values this condition becomes

M1 — U2 = UN — UN+1 (11.118a)

Equation (11.117) for the potential can be formulated for each collocation point resulting
in N equations (for N panels). But a closer examination of the problem reveals that at
this phase we have N equations with N + 2 unknowns w1, ..., uy+1, Lw. An additional
equation is obtained by specifying the Kutta condition at the trailing edge (Eq. (11.118)).
The last “missing” equation can be obtained by specifying the &} = &, Dirichlet condition
on an additional point inside the body. This equation will have the form of the regular N
boundary conditions (e.g., as in Eq. (11.62)) and for best results it should be specified near
the trailing edge (e.g., on the camberline, inside a thick airfoil, or between the upper and
lower trailing edge collocation points).

To construct the influence coefficient matrix the potential at any point inside the body
due to the doublet distribution can be expressed in terms of the influence coefficients c;;,
as in Eq. (11.62), such that the first term in each row (as in Eq. (11.117)) is

cin = ®f
the (N + 1)-th term in each row is

b
cingl = Dy
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and the last, (N + 2)-th, term is the wake contribution:
Cint2 = Ciw = Piw

(Since the wake is modeled by a constant-strength doublet panel its influence coefficient is
calculated by using Eq. (11.66), which is presented in Section 11.3.1.) All the other elements
will include the influence of the two neighbor panels:

=0+ i ~AI,N+1,N+2

i,j—1 ij’

These N + 1 influence equations and the (N + 2)-th Kutta condition can be summarized
in a matrix as

C11 C12 C1,N+1 Clw M1
N+2 €21 €22 cee o C2N+1 Cw M2
Z Cijuj =
i=1 CN41,1  CN41.2 cor CNgL N+l CNgLw || M
1 0 0 ... —1 1 nww

(11.119)

It is possible to substitute the last equation (the Kutta condition) into the previous equations
as was done in Section 11.3.1 and reduce the order of the matrix by one to N + 1 (but for
simplicity it is not done for this case).

In this example for the (N + 1)-th equation, the boundary condition was specified at an
additional collocation point inside the body. It is possible to use Eq. (11.118a) instead of
this alternative and then Eq. (11.119) will have the form

crr CLLN+1  Clw K
1 - CoN+1  Cow K2
N+2 .
E Cijuj = .
j=1 CN,1 CN2 CN.N+1 CNW .
1 —1 1
0 0 MN+1
—1 1 0o ... 1 —1 0
Mw

(11.119q)

Here the first N equations are a statement of the doublet contribution to the Dirichlet
boundary condition on the N collocation points and the last two equations are forms of the
Kutta condition (Egs. (11.118) and (11.118a)).

d. Establish RHS Vector

The combination of source and doublet distributions of Eq. (11.62) is not unique
and as in Section 11.3.1 the strength of the sources will be specified by using Eq. (11.61)
(note that in this case the panel edge source values o; are evaluated at the panel edges),

aj:nj~Qoo (1161)

Since the source contribution to the velocity potential is now known, the potential due to
all the N panels can be computed by using Eq. (11.110) such that

N
RHS; = — Y " PHILS(0;, 0j 41, Xi. 2i» X}, 2 Xji412 2j41) (11.120)
j=1
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The right-hand side vector RHS; is now evaluated at the NV collocation points plus at the
(N + 1)-th point (which is needed when using Eq. (11.119) and was selected inside the
body and near the trailing edge).

e. Solve Equations

Substituting the influence coefficients of the doublets and the RHS vector into the
boundary condition (Eq. (11.62)) and when using an additional collocation point based
equation we get

cil ci2 .. CLN4I ciw 23 RHS;
€21 €2 cee CO N4 Cw 1% RHS,
CN+1,1  CN+1.2 coo O N+ O w || v RHSy 11
1 0o 0 ... -l 1 L 0
(11.121)

In the case that both of Eqs. (11.118) and (11.118a) are applied at the trailing edge then
with the use of Eq. (11.119a) the equations to be solved become

C11 C12 C1,N+1 C1w M1 RHS]
C21 2 e C2,N+1 Cow M2 RHSz
= : (11.121a)
CN,1 CN2 CN,N+1 CNW RHSy
1 o o0 ... -1 1 0
MN+1
—1 1 0 ... 1 —1 0 w 0

Either of these full-matrix equations with N + 2 unknown values . ; can be solved by
standard matrix solvers.

f. Calculation of Pressures and Loads

Once the values of the doublet parameters (1, . . ., x+1) are known, the tangen-
tial velocity component at each collocation point can be calculated by differentiating the
local potential:

0, =(0.); + Bz Pl (11.122)
Xj+1 = Xj
and the pressure coefficient can be calculated by using Eq. (11.18):
o;
C,=1—— (11.18)
P ng

The lift and pitching moment of the panel can be obtained by using the method described
by Egs. (11.78)—(11.80).

A computer program based on this method was formulated and the computed pressure
coefficients for the airfoil of Section 6.6 at an angle of attack of 5° are very similar to the
data presented in Fig. 11.31. The linearly varying strength doublet portion of this method
can be found in Program No. 10 in Appendix D.

As an additional example, the pressure distribution on a four-element airfoil was cal-
culated by using this method and is presented in Fig. 11.33. Experimental data (which are
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Figure 11.33  Effect of angle of attack on the chordwise pressure distribution of a four-element airfoil.

not presented here) agrees well with these results excluding the large suction peak at the
leading edge (which was near C, = —13 in the experimental data). The effect of an angle
of attack change is depicted in this figure and it seems that mostly the forward elements are
affected by such a change.

11.5.2 Linear Doublet Method

The method of the previous section can be further simplified by equating the
source strengths to zero in Eq. (11.60). The value of the constant for the internal potential is
selected to be zero and consequently the boundary condition describing the internal potential
(Eq. (11.60)) reduces to

Ny
D Cinj+ P =0 (11.81)

j=1
where N is the number of singularity strength parameters and
Do = Usox + Wiz (11.82)

Again, note that now —u will represent the potential jump from zero to @, on the
boundary (see Fig. 11.26) and therefore @, is the local tofal potential (whereas in the
previous example —u was the jump in the perturbation potential only).

Equation (11.81) can be specified at each collocation point inside the body, providing
a linear algebraic equation for this point. The steps toward establishing such a numeric
solution are very similar to the previous method:
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a. Selection of Singularity Element
The potential at an arbitrary point P due to the jth linearly varying strength doublet
element with the two edge values of ; and ;4 is given by Eq. (11.116):

o
@ :PHILD(MJ',Mj+1,x,Z,Xj,Zj,Xj+1,Zj+1) (11116)
Q)b
D
Recall that the superscripts () and ()’ represent the panel influence contributions due
to the leading and trailing doublet strengths, respectively.

b. Discretization of Geometry

The N + 1 panel corner points and N collocation points are generated in a manner
similar to the previous examples (see Fig. 11.18). In this case of the internal Dirichlet
boundary condition the collocation points must be placed inside the body. This small inward
displacement of the collocation point can be skipped if the panel self-induced influence is
specified in a separate formula.

¢. Influence Coefficients

The influence of this doublet panel is calculated exactly as in the previous section.
The velocity potential at each point is the sum of all the individual panel influences. For
example, for the first panel it is given by Eq. (11.117):

Dp; = (q)‘llllll + q)ﬁﬂz) + (q)?zuz + CD?ﬂg) + .-
+ (D yun + O yuns1) + Prwpw (11.117)

where Ly is the constant-strength wake doublet element (as in Section 11.3.1). The strength
of this wake doublet element is set by applying the Kutta condition at the trailing edge and
is given by Eq. (11.118).

Defining the influence coefficients ¢;; as in the previous section we can summarize the
following N + 1 influence relations (where the (N + 1)-th equation is based on an additional
boundary condition inside the body) and the (N + 2)-th Kutta condition in a matrix as in
Eq. (11.119):

C11 C12 ... CILN+1 cw 231
N2 €21 €22 <o C2 N4 Cw M2
2 Cumj =
=1 CN+1,1 CN+1.2 «v+ CN+IL,N+1 CN+ILW MN+1
1 0 0 ... -1 1 Uw
(11.119)
Substituting this into the boundary condition (Eq. (11.81)) results in
ci c12 cee CLNHI 1w M1 Do,
21 2 ce. CON41 Caw n2 D,
+ =0
CN41,1  CN+1.2 coo Oy N+ O w || v Doy
1 0 0 ... —1 1 ww 0

(11.123)
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d. Establish RHS Vector
The second term in this equation is known and can be transferred to the right-hand
side of the equation. The RHS vector then becomes

RHS, D,
RHS, Do,
== (11.124)
RHSN+1 cI)C><JN+1
0 0

and the @, term is calculated by using Eq. (11.82).

e. Solve Equations
Substituting the influence coefficients of the doublets and the RHS vector into
boundary condition of Eq. (11.81) we get

ci c2 cee CLN¥I 1w "1 RHS;
Ca1 1) .. CO N4 Cow j7%) RHS,
CN+1,1  CN+1.2 oo engiN+l ensLw | | v RHSy 1
1 o 0 ... -l 1 i 0
(11.125)

In the case that both of Egs. (11.118) and (11.118a) are applied at the trailing edge then
the boundary condition is specified only at the N collocation points (see previous section).
Consequently, with the use of Eq. (11.1194) the equations to be solved become

ci c2 CILN+1  Clw K RHS;
1 COLN+1  Cow K2 RHS,
-| : (11.125q)
CN1 CN.2 e CN.N+1 CNW : RHSy
1 0 0 ... —1 1 0
MN+1
11 0 ... 1 -1 0 s 0
W

Either of these full-matrix equations with N + 2 unknown values (; can be solved by
standard matrix solvers. Note that in this case, too (compared to Eq. (11.121)), the doublet
represents the jump in the total potential (and not the perturbation only).

f. Calculation of Pressures and Loads

Once the values of the doublet parameters (i1, . . . , n+1) are known, the tangen-
tial velocity component at each collocation point can be calculated by differentiating the
local potential. For example, such a two-point formula is

Mj — Hj+1
Xj+1 — Xj

0 = (11.126)
and the pressure coefficient can be calculated by using Eq. (11.18). The lift and pitching
moment of the panel can be obtained by using the method described by Egs. (11.78)—(11.80).
This method seems to involve less numerical calculations than the equivalent linear
doublet/source method and therefore will require somewhat less computational time. (A
computer program based on this method is presented in Appendix D, Program No. 10).
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11.6 Methods Based on Quadratic Doublet Distribution
(Using the Dirichlet B.C.)

To demonstrate some of the techniques needed for higher order methods, the
linearly varying elements were used in the previous section. The last method to be tested
then should be a linearly varying strength vortex panel based method using the Dirichlet
boundary condition. However, such a linearly varying vortex element is equivalent to a
quadratic doublet distribution, which will be used to formulate the next two methods.

Also, for the constant-strength singularity distribution based elements, for N panel ele-
ments, N boundary condition based equations were constructed. Combined with the Kutta
condition a set of N + 1 algebraic equations were obtained, including the last unknown,
which was the wake doublet strength . For higher order methods, the number of un-
knowns increase with the order of approximation and, therefore, additional equations must
be specified. In the case of the linear methods, N — 1 additional equations (—1 since the
trailing-edge point is excluded) were obtained by equating the neighbor panel strengths,
which is equivalent to requiring a continuous singularity distribution strength. In this sec-
tion a generic approach is provided to obtain the additional equations that are needed as
the order of approximation for the singularity strength distribution increases. Usually these
equations are based on requirements such as smooth first, second, and higher derivatives at
the panel corner points between the two neighbor panels, but there are different methods of
obtaining these additional equations that can be optimized for certain problems. Therefore,
the approach presented here is mainly to demonstrate the method, but improvement of these
methods to tailor them for specific problems is encouraged.

11.6.1 Linear Source/Quadratic Doublet Method

For this example, too, the approach of Section 11.3 is used and a combination of
linearly varying strength sources and vortices will be distributed on the solid boundaries
S (Fig. 11.34) and the vortex distribution is replaced by a quadratic doublet distribution.
Following Section 11.3.1 we select the velocity potential within the volume enclosed by S
as ¢ = @, and the boundary condition at each collocation point is reduced to the form
given by Eq. (11.62):

N N
Y Bjoj+ Y Ciu;j=0 (11.62)
=1 =1

where N is the number of singularity strength parameters. In this section a solution based
on this equation using linearly varying source and quadratic doublet distributions will be
established. The wake, however, will be modeled by a constant-strength doublet as shown

HN+1

h‘w

Figure 11.34 Doublet distribution near the trailing edge of an airfoil.
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in Fig. 11.34. Now, to develop the method of solution, let us follow the basic six-step
procedure:

a. Selection of Singularity Element

The potential at an arbitrary point P due to a linearly varying strength source
element with the edge values of o; and o4 was derived in the previous section and is
given by Eq. (11.110):

®g = PHILS(0, 0j41, Xi5 Zis Xj, Zj, Xjgls 2jg1) (11.110)
Similarly, the potential at point P due to a quadratic doublet distribution element where
the doublet strength (in panel local coordinates) varies as
w(x) = o + p1x + pox?
is obtained by combining Egs. (10.28), (10.59), and (10.80):

q):ﬂ(gz_@])—& 2x(92—91)+2111—22
27 4w T

Mol 2 2 5 .
+ - (x*=z7)01 — 62) —xzln 5 + z(x; — x2) | (panel coordinates)
b4 i

(11.127)

where the variables ry, r,, 61, and 6, are shown in Fig. 11.35.

When the point P is on the element (z = 0%, x; < x < x;) then this reduces to a
combination of Egs. (10.31), (10.64), and (10.84):

2

Mo | M1 HaXx
2 T2

Using the transformation of Eq. (11.23a) (from global to panel coordinates and back)
and the above equations for the velocity potential we can formulate an influence subroutine
for the quadratic doublet element such that

O(x,0+) = :|:< ) (panel coordinates) (11.128)

v | = PHIQDIGro, s, p2)js X, 25 X, 275 X1, Zj41] (11.129)

Figure 11.35 Nomenclature for a quadratic doublet panel element.
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This subroutine computes the potential at a point P due to the jth panel and the superscripts
()%, ()?, and ()¢ represent the panel influence contributions due to the terms in Eq. (11.127)
multiplied by wo, (1, and p,, respectively. The increment in the potential at point P is
therefore the sum of these three terms,

O =" + D+ o° (11.130)

It is assumed that these three components of the velocity potential are automatically com-
puted by this subroutine.

b. Discretization of Geometry

The N + 1 panel corner points and N collocation points are generated in a manner
similar to the previous examples (see Fig. 11.18). In this case of the internal Dirichlet
boundary condition the collocation points must be placed inside the body. This small inward
displacement of the collocation point can be skipped if the panel self-induced influence is
specified in a separate formula.

¢. Influence Coefficients

The increment in the velocity potential at collocation point i due to a quadratic
doublet element is computed by using Eq. (11.129) (note that a unit strength was assigned
to all three doublet distribution coefficients wg, @1, and u;):

b | =PHIQD[(o =1, 1 = 1, o = 1)j, X, 2, X, 2j5 X1, Zj41)]

(11.129q)

For example, calculation of the velocity potential increment by this formula for the first
collocation point due to the first panel yields

(D po + DT + D{ua), = anpor + bupnn + ciipn

Here the first subscript of the doublets is used as the doublet parameter counter (0, 1, and 2)
while the second subscript is the influencing panel counter. Similarly, for the coefficients a,
b, and c, the first counter is the collocation point counter and the second is the influencing
panel counter. The potential at this first collocation point due to all the doublet panels is

Dp1=(anpor + b + criipiar) + (@iapeor + biappiz + ciopn) + - - -
+ (@aivpon + bivpin + civian) + Artwpw (11.131)

where w is the constant-strength wake doublet element (as in Section 11.3.1) and Ay is
the wake influence coefficient, which can be calculated by using Eq. (11.66). The strength
of this wake doublet element is set by applying the Kutta condition at the trailing edge and
is given by Eq. (11.118):

Kw = Hu — AL (11.132)

where ny and . are the upper and lower panel doublet strengths at the trailing edge,
respectively.

Equation (11.131) for the potential can be formulated for each collocation point, result-
ing in N equations (for N panels) with 3N unknowns (tt0, (1, 42) j and one more unknown,
which is the wake doublet strength . Additional equations can be obtained by requiring
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that the doublet distribution and its gradient will be continuous between neighboring ele-
ments. Applying this to the point between the jth and the (j + 1)-th panel for the doublet
strength we get

Hoj + 11 Ac + 12 (Ac)) = o i1 (11.133a)
and for the doublet gradient
Mj + 212 Aci = [y j41 (11.133b)

where Ac; is the panel length. Equations (11.1334,b) can be applied to all panel corner
points, excluding the trailing edge, and thereby result in 2N — 2 equations. The last three
equations are found as follows:

1. Equation (11.133b) can be applied at the trailing edge, so that the upper and lower
doublet gradients will be equivalent:

N +2uanAcy = pr (11.134)

2. The Kutta condition is specified at the trailing edge by using Eq. (11.132):

fw = fon + HivAcy + pan(Acy ) — wor (11.135)

3. The last “missing” equation can be obtained by specifying the &} = &, Dirich-
let boundary condition (Eq. 11.62) on an additional point inside the body. This
equation will have the form of the regular N boundary conditions (e.g., as in
Eq. (11.131)) and for best results it needs to be specified near the trailing edge
(e.g., on the camberline toward the trailing edge, inside a thick airfoil, or between
the upper and lower trailing edge collocation points).

d. Establish RHS Vector

The boundary condition given by Eq. (11.62) is specified at the N + 1 collocation
points and the strength of the sources will be specified by using Eq. (11.61) (note that in
this case the panel edge source values o; are evaluated at the panel edges):

o;=n;-Qu (11.61)

Since the source contribution to the velocity potential is now known, the potential due to all
the N panels (with N + 1 panel edge source values) can be computed by using Eq. (11.120)
such that

N
RHS; = — > "PHILS(07., 0j41, X Zi Xj» 2 Xj 41 Zj41) (11.120)
=1

The right-hand side vector RHS; is now evaluated at the N collocation points plus at the
(N + 1)-th point (which was selected inside the body and near the trailing edge).

e. Solve Equations
At this point it is possible to establish N 4 1 equations based on the boundary con-
dition (Eq. (11.62)) plus two equations based on the trailing-edge conditions (Egs. (11.134)
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and (11.135)) and they will have the following form:

Mot
aiy by cin ax by e ... ai,y by cin Aw Hn
az1 by a1 apn byncyn ... ax N by y o N Arw Ha

Ho2

: : : M12
ant+1,1bnsicn+1,1 abenyir ... ansinDNriNeNFIN An+rw || B2
0,—1,0 0 0,1,2Acy 0
—1,0,0 0 1,ACN,(ACN)2 -1 ’
MH2N
Mw
RHS;
RHS,
_ : (11.136)
RHSy 41
0
0

In this equation the matrix will have 3N 4 1 columns (same as the u vector) and N + 3
rows (same as the RHS vector). The additional 2(N — 1) equations can be obtained by using
Egs. (11.133)—(11.135). However, from the computational point of view it is desirable to
reduce the influence matrix size, which can be done by substituting the above equations
backward while calculating the influence matrix.

It is possible to rearrange Eqgs. (11.133a,b) to create a regression formula such that

2

mij = A—(MO,]‘H — o)) — M1, j+1 (11.137a)
Cj
1

Maj = E(Ml,ﬁl = H1j) (11.137b)

Using these regression equations, all z¢1; and 1, ; unknowns can be eliminated (by perform-
ing column operations on the matrix), excluding the last two (w1 and ;). These algebraic
operations can be performed automatically when assembling the matrix coefficient and will
reduce Eq. (11.136) to the form

Mol
Ay Ap A ... Aing Ay o2 RHS;
Ay Ay Ay ... Aynp Aoy o3 RHS,
Ani11 Ant12 Any13 .. Angive2 Ansrw || How RHSy 1
0 Anyon 0 ... 2Acy 0 N 0
-1 Aygza 0 . (Acy)? -1 2N 0
“w
(11.138)
where now we have N + 3 equations with N + 3 unknowns o1, (o2, - - - LoN> HIN,

Man, w and A;; are the new coefficients obtained after the resubstitution process.
Solution of the full-matrix equation (Eq. (11.138)) with N 4 3 unknown values y; can
be obtained by standard matrix solvers. Then the local panel doublet distribution can be
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obtained by using the same regression formulation that was used to reduce the number of
columns in the influence coefficient matrix.

f. Calculation of Pressures and Loads

Once the values of the doublet parameters (14o1, (L11, 4025 - - - » HON, L1N s 2N ) ATE
known, the panel doublet distribution can be calculated (with Eqs. (11.132)). Then the
perturbation velocity at each collocation point can be calculated by using the tangential
derivative of the doublet at the panel center and the total tangential velocity becomes

Ac j

0, =0 - (uu +2u2j7> (11.139)
and the pressure coefficient can be calculated by using Eq. (11.18). The lift and pitching
moment of the panel can be obtained by using the method described by Egs. (11.78)—(11.80).

A computer program based on the quadratic doublet method is presented in Appendix

D (Program No. 11) and the formulation of the doublet-only method is very similar to this
one. The pressure coefficients computed with this method for the airfoil of Section 6.6 at
an angle of attack of 5° are very similar to the data presented in Fig. 11.31.

11.6.2  Quadratic Doublet Method

The method of the previous section can be further simplified by equating the
source strengths to zero in Eq. (11.60). The value of the constant for the internal potential is
selected to be zero and consequently the boundary condition describing the internal potential
(Eq. (11.60)) reduces to

Ny
Y Cinj+ P =0 (11.81)

j=1
where N, is the number of singularity strength parameters and
Do = Usox + Wooz (11.82)

Again, note that now p will represent the potential jump from zero to ®,, on the boundary
(see Fig. 11.26) and therefore @, is the local fotal potential (whereas in the previous example
u was the jump in the perturbation potential only).

Equation (11.81) can be specified at each collocation point inside the body, providing
a linear algebraic equation for this point. The steps toward establishing such a numeric
solution are very similar to the previous method.

a. Selection of Singularity Element
The potential at an arbitrary point P due to the jth doublet element with the three
doublet parameters (g, (1, and w; is given by Eq. (11.129):

P
q)(l
b = PHIQD[(tt0, (b1, U2)js X, 2, Xj, 2jy Xjt1, Zj+1] (11.129)
),
Recall that the superscripts ()¢, ()?, and ()¢ represent the panel influence contributions
due to the three coefficients describing the panel doublet distribution.
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b. Discretization of Geometry

The N + 1 panel corner points and N collocation points are generated in a manner
similar to the previous examples (see Fig. 11.18). In this case of the internal Dirichlet
boundary condition the collocation points must be placed inside the body. This small inward
displacement of the collocation point can be skipped if the panel self-induced influence is
specified in a separate formula.

c¢. Influence Coefficients

The influence of this doublet panel is calculated exactly as in the previous section.
The velocity potential at each point is the sum of all the individual panel influences. For
example, for the first collocation point due to the first panel it is

(Do + DYy + P p2), = aripwor + bripn + st
and the potential at this collocation point due to all the doublet panelsis givenby Eq. (11.131):

®p1 =(arpor + b1 + cripar) + (azpror + brzpi1n + crop) + - - -
+ (@ainvpon + bivpin + civpan) + Arwpw (11.131)

where y is the constant-strength wake doublet element (as in Section 11.3.1) and Ay is
the wake influence coefficient, which can be calculated by using Eq. (11.66). The strength
of this wake doublet element is set by applying the Kutta condition at the trailing edge and
is given by Eq. (11.135).

Using the backward substitution process described in the previous section the potential
atthe N + 1 collocation points (the additional point is inside the body and near the trailing
edge) will have the form

Mol

D Ay A Az ... Al A Ho2
d, Ajy Ap Ay ... Awp Aw o3
Dy Ayrin Anyi2 Anns - Anpinve2 Avvnw || mow
0 0 AN+2,2 0 2ACN 0 MUIN

0 -1 Ayni3p 0 N N -1 HaN
Mw

(11.140)

Here the last two equations are the trailing-edge conditions, based on Egs. (11.134) and
(11.135), and the coefficients A;; are the result of the backward substitution as described in
the previous section. Substitution of this into the boundary condition (Eq. (11.81)) results in

Ho1
Aq A Az ... Ainp A Moz Dy,
A A Ay ... Anp Aoy o3 Do,
Ant1r Ant12 Any1s .. Anyivt2 Avirw || ow Doy
0 ANi22 0 .. 2Acy 0 HIN 0
—1 AN+3,2 0 N (ACN)z —1 MH2N 0
“w

(11.141)



322 11/ Two-Dimensional Numerical Solutions

where again the last two equations are the trailing-edge conditions and @, are known
(e.g., from Eq. (11.82)).

d. Establish RHS Vector
The second term in Eq. (11.141) is known and can be transferred to the right-hand
side of the equation. The RHS vector then becomes

RHS; Do,
RHS, P,
: - _ : (11.142)
RHS Doy
RHSy 2 0
RHSN+3 0

and the @ terms are calculated by using Eq. (11.82).

e. Solve Equations
Substituting the influence coefficients of the doublets and the RHS vector into the
boundary condition of Eq. (11.141) we get

Mo1
Ay Ap Az ... Aing Ayw o2 RHS;
Ajy Ap Ay ... Aynp Aoy o3 RHS,
Ani11 Ang12 Any1s .. Anyiv+2 Ansrw | | Hon RHSy 41
0 AN+2’2 0 2ACN 0 MHIN 0
-1 Ayp2 0 . (Acy)? ~1 12y 0
nw

(11.143)

This full-matrix equation with N 4 3 unknown values 1 ; can be solved by standard matrix
solvers. Note that in this case (compared to Eq. (11.136)) the doublet represents the jump
in the total potential (and not the perturbation only).

f. Calculation of Pressures and Loads

Once the values of the doublet parameters (iLo1, - - - , Lons Hin, Lon) are known,
each panel doublet distribution can be obtained by using the backward substitution equations
(e.g., Egs. (11.134), (11.135), and (11.137)). Then the velocity at each collocation point
can be calculated by differentiating the local potential:

Ac j
0, = —(m,- +2u2]~7> (11.144)
and the pressure coefficient can be calculated by using Eq. (11.18). The lift and pitching
moment of the panel can be obtained by using the method described by Egs. (11.78)—(11.80).

This method seems to involve less numerical calculations than the equivalent quadratic
doublet/linear source method and therefore will require somewhat less computational time.
(A computer program based on this method is presented in Appendix D, Program No. 11.)
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11.7 Some Conclusions about Panel Methods

The examples presented in this chapter indicate that most methods can yield rea-
sonable results. The methods were presented in their simplest form and their computational
efficiency usually can be improved. For example, when calculating the influence of the pan-
els, terms that depend on panel cornerpoint geometry are calculated twice (for each of the
neighbor panels) and this redundancy can easily be corrected in the computer programming
phase.

It seems that in terms of ease of construction and the least computational effort the
constant-strength doublet method with the internal velocity potential boundary condition is
the most successful. Also, in general, the use of the velocity potential boundary condition
will result in fewer numerical manipulations and hence less computational time.

The use of higher order methods requires more computational effort and is justified when
the velocity near the body must be continuous (as inside the gaps of multielement airfoils).
However, constant-strength singularity element based methods can give good results, too,
when a sufficient number of panels are used (see Fig. 11.28).

A
301 Linear source }
Linear vortex
Constant source }
Constant vortex
201
§ Constant
5 doublet
a,
@)
10
0 100 200 300 o
N
A
301
Dirichlet B.C. .
Quadratic doublet
Combined constant source/doublet
> 201 Linear doublet
2
=
a
© Constant doublet
10

Figure 11.36 Comparison of computational time (CPU, in seconds of VAX-6000-320 computer)
among the various panel methods versus number of panels.
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All of the methods presented for the solution of lifting flows can be extended to include
several bodies (or airfoils) and then for each element a separate Kutta condition is used. As
an example, the chordwise pressure distribution along a four-element airfoil is presented in
Fig. 11.33. The computation was done with a linear-strength source and doublet combination
using the internal Dirichlet boundary condition.

Most of the methods presented here were investigated in Ref. 11.1 and the computation
times (CPU, measured in seconds of VAX-6000-320 computer) versus number of panels N
are presented in Fig. 11.36. In these data the matrix inversion time (which has the same order
of magnitude) was subtracted to increase the resolution in the figure. These data indicate
that the constant doublet method with the Dirichlet boundary condition is the fastest, and
computational effort increases with increasing the order of the method. (However, it seems
that low and higher order methods can converge to solutions of similar quality, in terms of
circulation and lift, with a similar number of panels.)

It is noted, too, that each computational method depends on the grid and on various
other parameters. Therefore each technique must be validated first before it can be applied
to unknown cases. As an example, the sensitivity of the linear doublet (with the internal
Dirichlet boundary condition) to panel density is presented in Fig. 11.37. The very low
density of five upper and five lower panels resulted in a crude solution, which improved
considerably by doubling the number of panels. When panel density was increased to 70,
results similar to those presented in Fig. 11.31 were obtained.

Another example for the sensitivity of the methods to geometrical details is presented in
Fig. 11.38. Here the (N + 1)-th collocation point for the quadratic doublet (with Dirichlet
B.C.) is moved inside the airfoil. In Fig. 11.38a this collocation point is placed near the
trailing edge and the results for both @ = 0° and 5° are good. (Bringing this point too close to
the trailing-edge panel collocation points, though, may cause the matrix to be ill-conditioned
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Figure 11.37 Effect of panel density on the computed pressure distribution, using very few panels
(linear doublet method with the Dirichlet B.C.).
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Figure 11.38 Effect of placing the (N + 1)th collocation point inside the 15% thick van de Vooren
airfoil (using a quadratic doublet method with the Dirichlet B.C.).

for large panel numbers.) But if this point is placed at the center of the airfoil (as shown in
Fig. 11.38b) the results near the trailing edge become erratic.

Another interesting problem arises when attempting to model airfoils with cusped
(very thin) trailing edges. The geometry of such an airfoil is presented in the inset to Fig.
11.39a, and more information on this 15%-thick airfoil is provided in Sections 6.6 and 6.7.
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Figure 11.39 Pressure distribution on a cusped trailing edge 15%-thick van de Vooren airfoil using:
(a) linear vortex method with Neumann B.C., and (b) constant-strength source/doublet method with
the Dirichlet B.C.

Most methods will have problems near the trailing edge because of the very tight plac-
ing of the collocation points. This is illustrated in Fig. 11.39b, where the data were cal-
culated with a constant-strength source/doublet method using the Dirichlet B.C. Such
problems can be cured by modeling a finite angle there (instead of zero angle) and this
can be achieved by simply having larger trailing-edge panels. Also, numerical
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Figure 11.40 Recommended and not recommended options for panel distributions inside the gap of
a two-element airfoil.

experimentation reported in Ref. 9.2 indicated that when using the velocity formulation
for the Kutta condition (see Eq. 9.15b), the magnitude of these problems near the trailing
edge was considerably reduced. The linear-strength vortex method with the Neumann B.C.
seemed to be the only method that was not sensitive to this cusped trailing-edge problem (see
Fig. 11.39a).
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—— Computations inside wind tunnel

---- Computations, free air
Re. = 1.85 x 106, M = 0.09

0.0 0.2 0.4 0.6 0.8 1.0 095 1.15 1.35

Figure 11.41 Two-dimensional experimental and computed (constant-source/doublet, with Dirichlet
B.C.) chordwise pressure distribution on a NACA 4412 wing and a NACA 4415 flap (flap chord is
40% of wing chord). Experiments from Adair, D., and Horne, W. C., “Turbulent Separated Flow in the
Vicinity of a Single-Slotted Airfoil Flap,” AI4A4 Paper 88-0613, Jan. 1988.
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In conclusion, most methods will work and can be tailored to particular needs, and in
many cases, problems can be avoided by simple means such as selecting a better spacing of
the panels. As a final example to enforce this statement consider the panel distribution inside
the gap of a two-element airfoil, as shown in Fig. 11.40a. Since the lower surface collocation
points are close to the panel corner points the influence of this panel can be overestimated
(e.g., in the case of a vortex being at the panel corner point). A simple rearrangement of the
panels, as shown in Fig. 11.40b, can improve the solution in this area.

Finally, before concluding this chapter we must note that the present analysis is based on
potential flow theory and, for example, the calculated drag coefficient is zero. However, the
viscous boundary layer does result in certain values of drag coefficient (even at zero lift)
and a large selection of such information is provided by Abbot and Doenhoff.!'? The effect
of viscosity on the pressure distribution (for the smaller angles of attack) is usually small
but at larger angles of attack flow separation may cause the pressure distribution to change
considerably (for more details see Chapters 14 and 15). As an example, the calculated (by
constant-strength doublet/source method with Dirichlet B.C.) and experimental pressure
distribution on a NACA 4412 airfoil with a NACA 4415 flap is presented in Fig. 11.41. In
this condition the airfoil is near stall, that is, the flow on the front airfoil is attached and on
the flap a limited trailing-edge separation is present. Near the leading edge the calculated
suction peak is larger than the experimental data and on the flap it is considerably less
because of the trailing-edge separation. Also, in general, even for the attached flow case
the experimental circulation is slightly less, as indicated by the comparison between the
experimental and calculated data on the first airfoil element in Fig. 11.41.
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Problems

This chapter allows the formulation and study of a large number of interesting
problems. If the geometry is limited to airfoils, then a generic problem will have
the following form:
a. Construct a numerical technique, based on one or more of the methods in this
chapter.
b. Calculate the pressure distribution, lift and moment coefficient, and center of
pressure and:
I. Compare with results presented in Ref. 11.2.
II. Study one or more of the aerodynamic problems presented in Fig. 11.42.
III. Study effect of grid density, compare between various methods, etc.
Ample useful information on airfoil shapes, zero-angle pressure distribu-
tions, lift, and drag is presented in Ref. 11.2, and the use of this information for
homework problems and student projects is recommended.
As an example consider the following possible problems:

11.1. Investigate the problems of ground effect, tandem wings, and biplane as shown in
Figs. 11.42a—c. Use five-point vortex elements to model a flat plate (say at @ = 5°)
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Figure 11.42 Typical airfoil-related problems that can be studied (as homework problems) by using
the methods of this chapter.

@

4

and investigate the change in the pressure distribution and lift as the distance (A H
or Ax in Fig. 11.42a—c) is being increased.

11.2. Construct a constant-strength source based computer program to calculate
the pressure distribution over a symmetric NACA 0012 airfoil and compare
to the results of Ref. 11.2 (p. 321; also, the airfoil coordinates appear on this
page).

11.3. Develop a constant-strength source/doublet method (using the Dirichlet B.C.) to
study the flow over a NACA 63,-415 airfoil (see Ref. 11.2, pp. 418 and 528).
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11.4.

Calculate the pressure distribution over the airfoil, center of pressure, and lift, as
a function of angle of attack. (For a more advanced assignment study the effect of
a 20% trailing-edge flap with §, = 10°; see Fig. 11.42d.)

Extend the computer program of Problem 11.3 to the case of a two-element airfoil
(Fig. 11.42e, where the flap chord is one half of the main airfoil’s chord). Use
the NACA 63,-415 airfoil section for both elements and check the effect of flap
deflection on lift, pitching moment, and center of pressure.



CHAPTER 12

Three-Dimensional Numerical Solutions

Three dimensional numerical solutions based on surface singularity distributions
are similar, in principle, to methods presented for the two-dimensional case. From the the-
oretical aspect, only the wake and the trailing-edge conditions (three-dimensional Kutta
condition) will require some additional attention. The most difficult aspect in three di-
mensions, though, is the modeling of the geometry, especially when arbitrary geometry
capability is sought.

In the first part of this chapter the geometry (of the wing) is kept relatively simple and
the aerodynamics of a thin lifting surface is modeled. In principle, this simple method
has all the elements of the more complex panel methods and is capable of modeling the
effect of wing planform shape on the fluid dynamic loads. In addition, the examples that
are being presented require only limited programming effort and, therefore, are suitable for
classroom instruction. Furthermore, the introduction in class of the numerical lifting-line
model (Section 12.1), next to Prandtl’s lifting-line model of Section 8.1, provides additional
insight and a clear explanation of the spanwise integral equation.

In the second part of this chapter the principles of panel codes capable of solving the
flow over bodies with arbitrary three-dimensional geometry will be presented. Over the
years many such methods were developed and improved, but recent trends indicate an
increased use of the approach that is based on the combination of surface source and doublet
distributions with the inner potential boundary condition (for closed bodies). Consequently,
only this approach will be presented through a brief description of one low-order and one
high-order panel method.

In terms of classroom instruction it is recommended at this phase that use be made of one
of the commercially available panel codes and that students be trained first to use the pre-
and post-processor. This graphic pre-processor generates the surface grid (panel model) that
is used to define the input to the computer program. The post-processor is usually a graphic
utility that allows for a rapid analysis of the three-dimesional results by using extensive
graphic representations. It is believed that after studying and preparing examples with the
lifting surface code in this chapter (Section 12.3) students can safely proceed to use a larger
panel code since at this phase they must have a deep understanding of the formulation and
the construction of these codes.

12.1 Lifting-Line Solution by Horseshoe Elements

As a first example, consider the numerical solution of the lifting-line problem of
Section 8.1. This can help us to understand the assumptions and limitations of the single
vortex line method, which in this numerical form can be extended easily to include effects of
wing sweep, dihedral, or even side slip. For simplicity (and in the spirit of Prandtl’s model)
only one chordwise vortex is used here but the method can easily be extended to include
more chordwise vortices. The small-disturbance assumption of Chapter 8 still holds for this
case, and a thin lifting wing with large aspect ratio (R > 4) is assumed. This problem is
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Figure 12.1 “Horseshoe” model of a lifting wing.

stated in terms of a vortex distribution in Section 4.5 and the following horseshoe model
can be considered as the simplest approach to its solution.

In regard to solving Laplace’s equation, the vortex line is a solution of this equation and
the only boundary condition that needs to be satisfied is the zero normal flow across the
thin wing’s solid surface:

V(® + Do) -n=0 (12.1)

In the classical case of Prandtl’s lifting-line model, the wing is placed on the x—y plane
and then this boundary condition requires that the sum of the normal velocity component
induced by the wing’s bound vortices wj, by the wake w; and by the free-stream velocity
Qo, will be zero (see also Eq. (8.2a)):

wp + w; + Qoox =0 (12.2)

Based on the proposed horseshoe element and on the above boundary condition, let us
construct a numerical solution, following the six-step procedure of Chapter 9.

a. Choice of Singularity Element

To solve this problem the horseshoe element shown in Fig. 12.1 is selected. This
element consists of a straight bound vortex segment (BC in Fig. 12.1) that models the lifting
properties and of two semi-infinite trailing vortex lines that model the wake. The segment
BC does not necessarily have to be parallel to the y axis, but at the element tips the vortex is
shed into the flow where it must be parallel to the streamlines so that no force will act on the
trailing vortices. In order not to violate the Helmholtz condition, these vortex elements are
viewed as the near portions of vortex rings whose starting vortices extend far back, so that
the effect of this segment (4D in Fig. 12.1) is negligible. The requirement that the far wake
must be parallel to the free stream poses some modeling difficulties (which were not raised
at all when constructing the classical lifting-line model). This is illustrated in Fig. 12.2a,
which shows that the trailing wake has to be bent near the trailing edge to meet this free
wake condition. Another possibility is shown in Fig. 12.2b, where the simple horseshoe
vortex is kept, but the trailing segments are not shed at the trailing edge. Of course the very
small angle of attack assumption (as in the case of the lifting-line model) allows the placing
of the wake on the x—y plane of the body coordinate system as shown in Fig. 12.3. Since
in this section the numerical solution of the lifting-line model is attempted, we shall adopt
the model shown in Fig. 12.3, which assumes small angles of attack. However, the method
can easily be modified to use the wake model as presented in Fig. 12.2a, and an even more
detailed model will be presented in Section 12.3.
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(b

Figure 12.2 Difficulties of meeting the “wake parallel to local velocity” condition by a single horse-
shoe vortex representation.

The method by which the thin wing planform is divided into elements is shown in
Fig. 12.3 and a typical spanwise element is shown in Fig. 12.4. Here, based on the results of
the lumped-vortex model, the bound vortex is placed at the panel quarter chord line and the
collocation point is at the center of the panel’s three-quarter chord line. The strength of the
vortex I is assumed to be constant for the horseshoe element and a positive circulation is de-
fined as shown in the figure. Since this element is based on the lumped-vortex model, which
includes the two-dimensional Kutta condition, it is assumed that this three-dimensional
model accounts (in an approximate way) for the Kutta condition:

yre =0 (12.3)

where the subscript TE. stands for trailing edge. The velocity induced by such an element
at an arbitrary point P(x, y, z), shown in Fig. 12.4, can be computed by three applications
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Figure 12.3 Horseshoe vortex lattice model for solving the lifting-line problem.
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‘} o P(x,y,2)

Collocation point

Figure 12.4 A spanwise horseshoe vortex element.

of the vortex line routine VORTXL (Eq. (10.116)) of Section 10.4.5:

(u1,v1, wr) = VORTXL(x, y, 2, XA, Y4, 24, XB, YB, 2B, 1)
(Mz, U2, w2) = VORTXL(_X, Y,Z,XB, YB,ZB,XC, YC> ZC> F) (124)
(u3, v3, w3) = VORTXL(x, y, z, X¢, Yc, Z¢, Xp, ¥Yp> Zp, ')

At this point, let us follow the small-disturbance lifting-line approach and assume
ya = Y8, yc = Yp, and x4 =xp > 00

Of course oo means that the influence of the vortex line beyond x4 or xp is negligible,
which from the practical point of view means at least twenty wing spans behind the wing.
It is possible, at this point, to align the wake with the free stream by adjusting the points
at x = 0o (e.g., za = x4 sin and zp = xp sina). It is also possible to use the model of
Fig. 12.2a, which requires breaking the two trailing vortex segments into two segments each
and computing their induced velocity in a similar manner.

The velocity induced by the three vortex segments is then

(u, v, w) = (ur, vi, wr) + (U2, v2, wa) + (U3, V3, W3) (12.4a)

It is convenient to include these computations (Egs. (12.4) and (12.4a)) in a subroutine such
that

(M, v, w) = HSHOE(_X, V,2,XA, YA, ZAs XBs YB>,ZB>» XC> YC>2C>XDs YDsZD> F)

Itis recommended at this point that the trailing vortex wake-induced downwash (u, v, w)*
be separated from the velocity induced by the bound vortex segments and saved. This
information is needed for the induced-drag computations and if done at this phase will only
slightly increase the computational effort. The influence of the trailing segment is obtained
by simply omitting the (u5, v, w;) part from Eq. (12.4a):

(u, v, w)* = (uy, v, wy) + (u3, v3, w3) (12.5)

So, at this point it is assumed that («, v, w)* is automatically obtained as a byproduct of
subroutine HSHOE.
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b. Discretization and Grid Generation

At this phase the wing is divided into N spanwise elements as shown by Fig. 12.3
(with the panel side edge assumed to be parallel to the x axis). For this example the span is
divided equally into N = 8 panels, and the spanwise counter j will have values between 1
and N. Also, geometrical information such as the panel area S;, normal vector n;, and the
coordinates of the collocation points (x;, y;, z;) are calculated at this phase. For example, if
the panel is approximated by a flat plate then the normal n; is a function of the local angle
a; as defined in Fig. 11.3 or Fig. 11.17:

n; = (sina;, cosa;) (12.6)

¢. Influence Coefficients

To fulfill the boundary conditions, Eq. (12.2) is specified at each of the collocation
points (see Fig. 12.3). The velocity induced by the horseshoe vortex element no. 1 at
collocation point no. 1 (hence the use of the index 1,1) can be computed by using the
HSHOE routine developed before:

(u, v, w)1; = HSHOE(x1, y1, 21, X1, Ya1, Za1, XB1, YB1, ZB1,

Xc1, Yci, Zc1, Xp1, Ypi, Z2p1, I' = 1.0)

Note that I' = 1 is used to evaluate the influence coefficient due to a unit strength vortex.
Similarly, the velocity induced by the second vortex at the first collocation point will be

(u, v, w)12 = HSHOE(x1, y1, 21, Xa2, Y2, 242, XB2, YB2, ZB25

Xc2, Yc2, 2¢25 Xp2, Yp2, Zp2, I’ = 1.0)

The no normal flow across the wing boundary condition (Eq. (12.2)), at this point, can be
rewritten for the first collocation point as

[, v, w)ul't + (u, v, W)l + (u, v, w) ;303 + - -
+ @, v, Win[y + (U, Voor Weo)] -1y =0

and the strengths of the vortices I'; are not known at this phase. Establishing the same
procedure for each of the collocation points results in the discretized form of the boundary
condition:

anli+aplh+apls+ - +ainI'n = — Qoo
an Ty +aply +anls+---+awl'y = — Qo -m
a3l +anlh +anls+ - +anl’'y = — Qo -3
aniU't +analy +anals + - - +aynlI'y = — Qoo - Dy

where the influence coefficients are defined as
aij = (u, v, w)ij -y (127)

The normal velocity components of the free-stream flow Q4 - n; are known and moved to
the right-hand side of the equation:

RHS; = —(Uxs Voo, Weo) - 1y (12.8)
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We now have a set of N linear algebraic equations with N unknown I'; that can be solved
by standard matrix solution techniques.

For example, for the case of a planar wing with constant angle of attack «, this results
in the following set of equations:

arl an . aiN Fl

any ann e asN Fg

as| asy ... 4N F3 — _Qoo sino
ay1 ana ... ann) \I'y 1

In practice it is recommended that two DO loops be used to automate the computation of
the a;; coefficients. The first will scan the collocation points, and the inner loop will scan
the vortex elements for each collocation point:

DO1li=1,N (collocation point loop)
RHS; = —Qu - 1;
DOl1j=1,N (vortex element loop)

(u, v, w);; = HSHOE(x;, yi, 2i, Xajs YAj> ZAj> XBj» YBj» 2Bjs
Xcj, Ycj»Z2Cj>» XDj> YDjs ZDj» = 1.0)

ajj =, v, w);; -n;

b,‘j = (u, v, U));kj < Ny

1 END

Here b;; is the normal component of the wake-induced downwash that will be used for
the induced-drag computations and (u, v, w);; is given by Eq. (12.5).

d. Establish RHS Vector

The right-hand side vector, Eq. (12.8), is actually the normal component of the
free stream, which can be computed within the outer DO loop of the influence coefficient
computations (as shown above). However, if one plans to upgrade the code by including
unsteady effects or the simulation of normal “transpiration” flows, then this calculation
should be done separately.

e. Solve Linear Set of Equations

The solution of the above described problem can be obtained by standard matrix
methods. Furthermore, since the influence of such an element on itself is the largest, the
matrix will have a dominant diagonal, and the solution is stable.

f. Secondary Computations: Pressures, Loads, Velocities, Etc.
The solution of the above set of equations results in the vector (I'y, Iy, ..., ['y).
The lift of each bound vortex segment is obtained by using the Kutta—Joukowski theorem:

where Ay; is the panel bound vortex projection normal to the free stream (see Fig. 12.4 where
the panel width Ab = Ay). The induced-drag computation is somwhat more complex.
Following the lifting-line results of Eq. (8.20a), we have

AD]' = —pwindejij (1210)
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Trailing vortex segments

z A

Figure 12.5 Array of the trailing vortex segments responsible for the induced downwash on the
three-dimensional wing.

where the induced downwash wiyq; at each collocation point j is computed by summing the
velocity induced by all the trailing vortex segments (see Fig. 12.5). This can be done during
the phase of the influence coefficient computations or even later, by using the HSHOE
routine with the influence of the bound vortex segment turned off. This procedure can be
summarized by the following matrix formulation where all the b;; and the I'; are known:

Wind, bii b ... by I
Wind, by by ... by I,
Wind; | — | b31 b2 ... bsy I3
Windy byt bya ... byn) \I'y

The total lift and drag are then calculated by summing the individual panel contributions:

N
D =Y AD;
j=1

N
L=> AL,
j=1

The induced drag can be calculated, too, by using Eq. (8.146) in the Trefftz plane, which
is selected to be far behind the trailing edge and normal to the free stream. Since the wake
is force free, the trailing vortex lines will be normal to this plane and their induced velocity
can be calculated by using the two-dimensional formula (e.g., Egs. (3.81) and (3.82)).
Consequently, the wake-induced downwash at each of the trailing vortex lines is

—1 D X X
== -
2w~ (zj — zi)? + (xj — x;)?

i=1

windj

where Ny is the number of trailing vortex lines and the influence of a vortex line on itself is
set to zero. Once the induced downwash at each of the vortex lines is obtained, the induced
drag is evaluated by applying Eq. (8.146):

P by/2 0 Nw
D = ——/ FrGwdy=—= I jwing, Ay; (12.10a)
2 b2 2 ; J j J
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If wake rollup routines are used then the results of Eq. (12.10a) may not be unique owing to
the nonunique placing of the wake trailing vortices. Therefore, it is recommended that one
calculate first the wing circulation with the rolled up wake, and for this induced velocity
and drag calculation one should then use the spacing Ay; of the vortex lines, as released
at the trailing edge. (This is the simplest approximation for a force-free wake since many
wake rollup routines may not converge to this condition.) Moreover, note that Eq. (12.10a)
is similar to Eq. (12.10) but it has a coefficient of 1, which is a result of the first being
evaluated at the Trefftz plane (where the trailing vortices seem to be two dimensional)
whereas Eq. (12.10) is evaluated at the spanwise bound-vortex line (and there the trailing
vortices are observed to be semi-infinite).

This first simple example presented a numerical solution for the lifting-line model, and
inclusion of wing sweep and dihedral effects can be done as a homework assignment. Some
of the limitations with regard to the wake model and the trailing-edge conditions will be
studied in the vortex-ring model that will be presented next. Also, the method presented
here does not take advantage of the wing symmetry to reduce computational effort. This
important modification is discussed in the following section.

12.2 Modeling of Symmetry and Reflections from Solid Boundaries

In situations when symmetry exists between the left and right halves of the body’s
surface, or when ground proximity is modeled, a rather simple method can be used to
include these features in the numerical scheme. In terms of programming simplicity these
modifications will affect only the influence coefficient calculation section of the code.

For example, consider the symmetric wing (left to right), shown in Fig. 12.6, where only
the right-hand half of the wing must be modeled. The influence of a panel j at point P can
be obtained by any of the influence routines of Chapter 10. For this example, let us use the
HSHOE routine of the previous section. Thus the velocity induced at point P by the jth
element (with the four corner points A, B, C, and D) is

(ui, v;, w;) = HSHOE(x, y, z, XAjs YAj»ZAjs XBjs YBjs ZBjs XCj»
YCjs 2Cjs XDjs YDj» ZDjs I'j)
But because of the left/right symmetry, the image panel in the left half wing in Fig. 12.6

will have the same strength, and its effect can be evaluated by calling the influence of the

z A

/ /
/3 __/ —Image panel j
< . /
7/

Figure 12.6 Image of the right-hand side of a symmetric wing model.
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actual vortex at point (x, —y, z). Note that the sign was changed for the y coordinate. Thus
(uiis vii, wi;) = HSHOE(x, —y, z, Xaj, Yaj> Zaj> XBj> YBj» ZBj» XCj>
Ycjs 2¢j» Xpj> Ypjs 2pjs T'j)
and the velocity induced by the two equal strength elements at point P is
(u, v, w) = (u; +uii, v; — vVi;, w; + W;;) (12.11)

Note that for simplicity, instead of moving the four corner points into the image plane
(a total of sixteen numbers), only the y value of point P (one number) was moved; this
change is corrected by the minus sign added to the v component of the resulting image
velocity.

This procedure can reduce the number of unknowns by half, and only the vortices of the
right semiwing need to be modeled. Therefore, when scanning the elements of the semispan
in the influence coefficient step the coefficients a;; are modified (see Eq. (12.7)) such that

aij = (u, v, w)ij M = (Ui + Wi, Vi — Vi, Wi + Wi )ij - M (12.12)

The inclusion of ground effect can be achieved by using the same method. In this situation
(described in Fig. 12.7) the ground plane is simulated by modeling a mirror image wing
under the x—y plane. Again, the velocity at a point P induced by the elements of the real
wing (ug, vy, w,) and of the imaginary wing (ug,, Vge, We,) are added up. If we use the
HSHOE routine to demonstrate this principle, the upper element induced velocity is

(g, vy, wy) = HSHOE(xX, y, 2, XA}, YAjs 2aj> XBj, YBjs ZBj> XCj>
Ycjs 2Cj» XDj> ¥YDj» ZDjs 1'j)
and the velocity induced by the same element but at a point (x, y, —z) is
(Ugg, Vgg, Wgg) = HSHOE(x, y, =2, Xaj, Yaj» ZAj> XBj» YBj» ZBj>

Xcj» Ycj» 2¢j» XDpj> Ypj» Zpj> ')

o P
x, 5, 2)

Figure 12.7 Modeling of ground effect by using the image technique.
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and the combined influence is

(1, v, W) = (Ug + Ugg, Vg + Vgg, Wy — W) (12.13)
The coefficient g;; that includes the ground effect is

aij = U, v, );j - M = (Ug + Ugg, Vg + Vg, Wy — Weg)ij - M (12.14)

Note that the wing in Fig. 12.7 israised in the x, y, z system and the ground plane is assumed
to be at the z = 0 plane.

Using this method for computing the flow over a symmetric wing in ground proximity
reduces the number of unknown elements by a factor of 4. Because much of the compu-
tational effort is spent on the matrix inversion, which increases at a rate of N 2 the use of
this reflection technique can reduce computation time by approximately 1/16! Examples
for incorporating this technique into a computer program are presented in the next section
and in Appendix D, Programs No. 13, 14, and 16.

12.3 Lifting-Surface Solution by Vortex Ring Elements

In this section the three-dimensional thin lifting surface problem will be solved
using vortex ring elements. The main advantage of using these elements is that they require
very little programming effort (although computational efficiency can be further improved).
Additionally, the exact boundary conditions will be satisfied on the actual wing surface,
which can have camber and various planform shapes.

As with the previous example, this singularity element is based on the vortex line solution
of the incompressible continuity equation. The boundary condition that must be satisfied
by the solution is the zero normal flow across the thin wing’s solid surface:

V(® + o) -n=0 (12.1)

In the small-disturbance lifting surface formulation of Section 4.5, this boundary condition
was expressed in terms of a surface-vortex distribution (Eq. (4.50)) as

-1 Yy(x — x0) = ¥(y — yo)
4w wing+wake [()C - )CO)2 + (y - y0)2]3/2

Note that in Eq. (12.15) the small-disturbance approximation to the boundary condition
was satisfied on the wing surface projected onto the x—y plane whereas in the following
example the actual boundary condition (Eq. (12.1)) will be implemented.

In order to solve this lifting surface problem numerically, the wing is divided into elements
containing vortex ring singularities as shown in Fig. 12.8. The solution procedure is as
follows.

9
dxodyo = Ow (—’7 - a> (12.15)
0x

a. Choice of Singularity Element
The method by which the thin wing planform is divided into panels is shown in
Fig. 12.8 and some typical panel elements are shown in Fig. 12.9. The leading segment
of the vortex ring is placed on the panel’s quarter chord line and the collocation point is
at the center of the three-quarter chord line. The normal vector n is defined at this point,
too. A positive I is defined here according to the right-hand rotation rule (for the leading
segment), as shown in the figure.
From the numerical point of view these vortex ring elements are stored in rectangular
patches (arrays) with i, j indexing as shown by Fig. 12.10. The velocity induced at an
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1y Y / Collocation point
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Figure 12.8 Vortex ring model for a thin lifting surface.

arbitrary point P(x, y, z), by a typical vortex ring at location i, j, can be computed by
applying the vortex line routine VORTXL (Eq. (10.116)) to the ring’s four segments:

(i, vi, wy) = VORTXLAxX, ¥, Z, Xi j» Yi,j» Zi,j» Xi, j+1s Vi, j+15 Zi, j+1> Li j)
(2, v2, w2) = VORTXL(X, ¥, 2, Xi j1+1, Vi, j+1> Zi, j+1» Xit1,j+1s
Yit1,j+15 Zi41,j+15 Fi,j)
(13, v3, w3) = VORTXL(xX, y, Z, Xi41,j4+1, Yit1,j+1> Zit1,j+1> Xit1,j5
Yitl,j> Zitljs Lij)
(4, v4, wg) = VORTXLAx, y, Z, Xit1,j, Yit1,j»> Zitl,js Xij» Yirj» Zirj» Ui j)

The velocity induced by the four vortex segments is then

(u, v, w) = (u1, vi, wr) + (U2, v2, wa) + (uz, v3, w3) + (U4, V4, Wa) (12.16)

Leading edge /

i
i+2

Figure 12.9 Nomenclature for the vortex ring elements.
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[ ]
P(x, y, 2)

Py T

Figure 12.10 Arrangement of vortex rings in a rectangular array.

It is convenient to include these computations in a subroutine (see Eq. (10.117)) such that
(u, v, w) = VORING(x, y, z,i, j, ') (12.17)

Note that in this formulation it is assumed that by specifying the i, j counters, the (x, y, z)
coordinates at the four corners of this panel are automatically identified (see Fig. 12.10).

The use of this subroutine can considerably shorten the programming effort, however,
for the segment between two such rings the induced velocity is computed twice. For the sake
of simplicity this routine will be used for this problem, but more advanced programming
can easily correct this loss of computational efficiency.

It is recommended at this point, too, that one calculate the velocity induced by the
trailing vortex segments only (the vortex lines parallel to the free stream, as in Fig. 12.5).
This information is needed for the induced-drag computations and if done at this phase will
only slightly increase the computational effort. The influence of the trailing segments is
obtained by simply omitting the (u;, vi, wi) + (13, v3, ws) part from Eq. (12.16):

(u, v, w)* = (uz, v, wp) + (Ug, v4, Wy) (12.18)

So, at this point it is assumed that (u, v, w)* is automatically obtained as a byproduct of
subroutine VORING.

b. Discretization and Grid Generation

The method by which the thin wing planform is divided into elements is shown
in Fig. 12.8 and some typical panel elements are shown in Fig. 12.9. Also, only the wing
semispan is modeled and the mirror image method will be used to account for the other
semispan. The leading segment of the vortex ring is placed on the panel’s quarter chord line
and the collocation point is at the center of the three-quarter chord line. The normal vector n
is defined at this point, as shown in Fig. 12.9. A positive I" is defined here as the right-hand
rotation, as shown in the figure. For the pressure distribution calculations we need the local
circulation, which for the leading edge panel is equal to I'; but for all the elements behind
it is equal to the difference I'; — I';_. In the case of increased surface curvature the above
described vortex rings will not be placed exactly on the lifting surface, and a finer grid
needs to be used, or the wing surface can be redefined accordingly. By placing the leading
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i+2

Figure 12.11 Definition of wing outward normal.

segment of the vortex ring at the quarter chord line of the panel the two-dimensional Kutta
condition is satisfied along the chord (recall the lumped-vortex element). Also, along the
wing trailing edges, the trailing vortex of the last panel row (which actually simulates the
starting vortex) must be canceled to satisfy the three-dimensional trailing-edge condition:

yre =0 (12.19)

For steady-state flow this is done by attempting to align the wake vortex panels parallel to
the local streamlines, and their strength is equal to the strength of the shedding panel at the
trailing edge (see Fig. 12.8 where I'7;z = 'y, for each row).

For this example (in Fig. 12.8) the chord is divided equally into M = 3 panels and the
semispan is divided equally into N = 4 panels. Therefore, the chordwise counter i will have
values from 1 to M and the spanwise counter j will have values between 1 and N. Also, ge-
ometrical information such as the vortex ring corner points, panel area Sy, normal vector ny,
and the coordinates of the collocation points are calculated at this phase (note that the panel
sequential counter k& will have values between 1 and M x N). A simple and fairly general
method for evaluating the normal vector is shown in Fig. 12.11. The panel opposite corner
points define two vectors A, and By, and their vector product will point in the direction of ny:

_ Ak X Bk

[Ar X By|
This method is used in Program No. 13 in Appendix D; however, it is possible to evaluate
the normal vector on the actual wing surface (if an analytic description is available).

The results of the grid generating phase are shown schematically in Fig. 12.12. For more
information about generating panel corner points, collocation points, area, and normal

n (12.20)

Wake points

j=1te—te—lo 1o .

i=1 2 3 x =00

Figure12.12 Array of wing and wake panel corner points (dots) and of collocation points (x symbols).
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K=0
DO 11 I=1,M chordwise loop (scancollocation points)
DO 11 J=1,N spanwise loop (scancollocation points)
K=K+1
L=0
DO 10 Il1=1,M chordwise loop (scan vortex rings)
DO 10 J1=1,N spanwise loop (scan vortex rings)
L=L+1
CALL VORING(QC(I,J,1),QC(I,J,2),QC(I1,J,3),I1,J1,GAMA=1,U,V,W)
c ADD INFLUENCE OF WING'S OTHER HALF
CALL VORING(QC(I,J,1),-QC(I,J,2),QC(I1,J,3),I1,J1,GAMA=1,U1,V1,Wl)
U2=U+U1
V2=V-V1
W2=W+W1
C ADD INFLUENCE OF WAKE

IF(I1.LT.M) GOTO 10
CALL VORING(QC(I,J,1), QC(I1,J,2),QC(I1,J,3),I1+1,J1,GAMA=1,U3,V3,W3)
CALL VORING(QC(I,J,1),-QC(I,J,2),QC(I,J,3),I1+1,J1,GAMA=1,U4,V4,W4)
U2=U2+U3+U4
V2=V2+V3-V4
W2=W2+W3+W4
10 A(K,L)=U2*AL(1,J)+V2*AM(I,J)+W2*AN(I,J)
Cc A(K,L) is influence coefficient and
c (AL(I,J),AM(I,J),AN(I,J)) is the normal vector of panel (I,J)
11 CONTINUE

Figure 12.13 Example of a double “DO loop” to calculate the influence coefficients of a vortex ring
model (FORTRAN).

vector, see the student computer Program No. 13 in Appendix D (and subroutine PANEL
for the use of Eq. (12.20)).

c. Influence Coefficients

The influence coefficient calculation proceeds in a manner similar to the methods
presented so far, but in this three-dimensional case more attention is needed to the scanning
sequence of the surface panels.

Let us establish a collocation point scanning procedure that takes the first chordwise row
wherei = 1 and scans spanwise with j = 1 — N andso on (see Fig. 12.10). This procedure
can be described by the two DO loops shown in Fig. 12.13. As the panel scanning begins,
a sequential counter assigns a value K to each panel (the sequence of K is shown in
Fig. 12.14), which will have values from 1 to M x N.

Let us assume that the collocation point scanning has started and K = 1 (which is point
(i =1, j = 1) on Fig. 12.12). The velocity induced by the first vortex ring is then

(ui, vi, w;);1 = VORING(x, y,z,i=1,j =1, =1.0)

yh N | K=MxN

\
I

e N
-
\

=

Start K counter
—_ M

Figure 12.14 Sequence of scanning the wing panels (with the counter K).
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zA

Zero-strength
vortex line

X

Figure 12.15 Method of attaching a vortex wake panel to fulfill the Kutta condition.

and that from its image on the left semispan is
(u,‘,‘, Vi, w,~,~)11 = VORING()C, -y, Z,i = l,j = l, I' = 10)

and the velocity induced by the unit strength I'; vortex and its image at collocation point 1
is

(u, v, w1 = (Wi + uii, v; — Vij, W + Wi (12.21)

Note that the subscript ( );; represents the influence of the first vortex at the first collocation
point, and both counters can have values from 1 to M x N. Also, a unit strength vortex is
used in the process of evaluating the influence coefficient a;;, which is

ay =, v,w) - M

To scan all the vortex rings influencing this point, an inner scanning loop is needed with
the counter L =1 — N x M (see Fig. 12.13). Thus, at this point, the K counter is at
point 1, and the L counter will scan all the vortex rings on the wing surface, and all
the influence coefficients a;; are computed (also, in Eq. (12.21) the ( );; index means
K=1,L=1):

ai, = (u, v, w)L - M (12.22)

When a particular vortex ring is at the trailing edge, a “free wake” vortex ring with the
same strength is added to cancel the spanwise starting vortex line (as shown in Fig. 12.15).
Therefore, when the influence of such a trailing-edge panel vortex is calculated (i = M,
in the inner vortex-ring loop in Fig. 12.13) the contribution of this segment is added. For
example, in Fig. 12.8 the first wake panel is encountered when i = 3 (or the L counter
is equal to 9). If the wake grid is added into the M + 1 corner point array (as shown in
Fig. 12.12 where this point is added at x = 00) then the velocity due tothe i =3, j =1
(or L =9) panel is

(u, v, w)19 = VORING(X],y1,Z|,i = 3,] = 1, I' = 10)
and that due to the attached wake is
(u, v, w)iow = VORING(x1, y1,z1,i =3+ 1,j =1, =1.0)

When the wing is symmetric as in this case and only the right half is paneled, then the
(u, v, w) velocity components of the trailing-edge and wake panels include the influence of
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the left-hand side image (as in Eq. (12.21)). The corresponding influence coefficient is
arg = [(u, v, w9 + (u, v, W)row] - M (12.22a)

As mentioned before, parallel to the computation of the ak; coefficients, the normal
velocity component induced by the streamwise segments can also be computed by using
the (u, v, w)* portion as in Eq. (12.5). For the first element then

bip = (u, v, w){, - My (12.23)

This procedure continues until all the collocation points have been scanned; a FORTRAN
example is presented in Fig. 12.13.

d. Establish RHS
The RHS vector is computed as before by scanning each of the collocation points
on the wing:

RHSx = —Q - ng (12.24)

e. Solve Linear Set of Equations

Once the computations of the influence coefficients and the right-hand side vector
are completed, the zero normal flow boundary condition on each of the collocation points
will result in the following set of algebraic equations:

an apn /AT Fl RHS]
any ann e Ay, Fz RHSZ
as asy ... Ay F} — RHS3
i Am2 . Qum | RHS,,

Here K is the vertical collocation point counter and L is the horizontal vortex ring counter
and the order of this matrix ism = M x N.

f. Secondary Computations: Pressures, Loads, Velocities, Etc.

The solution of the above set of equations results in the vector (I'y, ..., 'k, ...,
[')y). If the counter K is resolved back to the original 7, j counters then the lift of each bound
vortex segment is obtained by using the Kutta—Joukowski theorem:

ALi; = pQoo(Tij — Tisy DAY, 0> 1 (12.25)
and when the panel is at the leading edge (i = 1) then
ALij = pQooli jAyij, =1 (12.25a)
The pressure difference across this panel is
ALy
AS;j

Api; (12.26)

where AS;; is the panel area and Ay;; is the panel width (similar to Ab in Fig. 12.4).
The induced-drag computation is somewhat more complex. In this case
AD,‘j = —pwind[‘j(Fi,j — Fi—l,j)Ayijy 1> 1 (1227)
AD” = —,Owind’.J Fi,jAyi,js i=1 (1227@)



12.3  Lifting-Surface Solution by Vortex Ring Elements 347

where the induced downwash at each collocation point Z, j is computed by summing up the
velocity induced by all the trailing vortex segments (see Fig. 12.5 for the horseshoe vortex
element case). This can be done during the phase of the influence coefficient computation
(Eq. (12.23)) by using the VORING routine with the influence of the bound vortex segments
turned off. This procedure can be summarized by the following matrix formulation where
all the bk, and the I'g are known:

Wind, byt b ... biy I
Wind, byi by ... by I
Wind, | = | 031 b3 ... b3y, I3
Wind,, bml me ce bmm 1—‘m

andagainm = N x M. The total lift and drag are then calculated by summing the individual
panel contributions:

The induced drag can also be calculated by using Eq. (8.146) in the Trefftz plane, through
the discretization of Eq. (12.10a):

Ny

P
D = —5 Z Ik Wing, Ay
=1

Here the counter k scans the trailing-edge vortices and Ny is the number of trailing-edge
vortices. Since the wake is force free, the trailing vortex lines will be normal to this plane
and their induced velocity wiyg, can be calculated by using the two-dimensional formula
(e.g., Egs. (3.81) and (3.82)). Similarly to the lifting-line case, if wake rollup routines are
used it is recommended for this induced velocity and drag calculation, that one first calculate
the wing circulation with the rolled up wake and to use the spacing Ay;; of the vortex lines,
as released at the trailing edge. (This is the simplest approximation for a force-free wake
since many wake rollup routines may not converge to this condition.)

Example: Planar Wing

Consider a planar wing planform, where the leading, trailing and side edges are
made of straight lines and the wing has no camber. By using the method of this
section the lift slope C;,, can be calculated. The general effect of wing aspect ratio
AR and sweep A is summarized in Fig. 12.16 (computed results are the same as
those drawn by Jones and Cohen). The two-dimensional values of the lift slope are
shown at the right-hand side of the figure where R = o0. For the two-dimensional
unswept wing Cr, = 27, as obtained in Chapter 5. The effect of leading-edge
sweep is to reduce this lift slope. Similarly, because of the increased downwash of
the trailing vortices, smaller aspect ratio wings will have smaller lift slope.

The effect of leading-edge sweep on the spanwise loading is shown in Fig. 12.17
for an R = 4, planar wing. Aft swept wings will have more lift toward their tips
while forward swept wings will have larger loading near the root. This effect can
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Figure 12.16 Effect of aspect ratio on the lift coefficient slope of untapered planar wings. From
Jones, R. T., and Cohen, D., “High Speed Wing Theory,” Princeton Aeronautical Paperback, No. 6,
1960, Princeton University Press, Princeton, N. J.

be explained by observing the downwash induced by the right wing vortex on the
left half wing (Fig. 12.18). This downwash is larger near the wing centerline and
decreases toward the wingtip. In the case of the forward swept wing, an upwash at
the wing centerline will increase the lift there.

From the wing structural point of view, for the same lift, the root bending mo-
ments will be smaller for a forward swept wing than for a wing with the same
aft sweep. Moreover, for such untwisted wings the stall will be initialized at the
root section of the forward swept wing, which will create smaller rolling moments

s = O

0.6

A=0° A=45° A=135°
C,, =3.63 C., =3.00 C,, =2.99
0.2 R=40
I | 1 | 1 1 | 1
0 20 40 60 80 100

2y , percent semispan
b

Figure 12.17 Effect of wing sweep on the spanwise loading of untapered planar wings. From
Ref. 13.13, reprinted with permission of ASME.
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Figure 12.18 Schematic description of the effect of wing’s leading-edge sweep.

(due to possible asymmetry of the stall) than in the case of a comparable aft swept
wing. The main reason that most high-speed wings use aft sweep is the acroelas-
tic divergence of the classical wing structures. (This problem can be avoided by
tailoring the torsional properties of composite structures.)

Wing root bending can be reduced, too, by tapering the wing. The taper ratio A
is defined as the ratio of tip to root chords:

_cy=b/2)
(=0

The spanwise loading of an untwisted wing with various taper ratios is shown in
Fig. 12.19. As was noted the load is decreasing toward the tip but the local lift

(12.28)

0.0 1 1 L | 1 1 | 1 L
2y
Figure 12.19 Effect of taper ratio on the spanwise variation of the lift coefficient for untwisted wings.

From Bertin, J. J., and Smith, L. M., Aerodynamics for Engineers, 2nd edition, 1989, Prentice-Hall,
p. 258. Reprinted by permission of Prentice-Hall, Inc. Englewood Cliffs, N.J.
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Figure 12.20 Effect of ground proximity on the lift coefficient slope of rectangular wings. From Ref.
13.13, reprinted with permission of ASME.

coefficient (divided by the local chord) is increasing with a reduction in taper ratio.
This means that the tip of such wings will stall first, an unfavorable behavior that
can be corrected by twist (which reduces the angle of attack toward the tip).

The method presented here can model ground proximity. Figure 12.20 presents
the effect of distance from the ground for unswept rectangular wings. The increase
in the lift slope in the proximity of the ground is present also for the smaller
aspect ratio wings. In the case of the finite wing the image trailing wake induces
an upwash on the wing that results in an additional gain in the lift due to ground
proximity.

The effect of wing dihedral (see inset in Fig. 12.21) in ground proximity is
shown in Fig. 12.21. Far from the ground the dihedral (as the sweep) reduces the
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Figure 12.21 Effect of dihedral on the lift coefficient slope of rectangular wings in ground effect.
From Kalman, T. P,, Rodden, W. P, and Giesing, J. P., “Application of the Doublet-Lattice Method to
Nonplanar Configurations in Subsonic Flow,” J. dircrafi, Vol. 8, No. 6, 1971. Reprinted with permission.
Copyright ATAA.
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lift slope. However, near the ground, especially for negative values of dihedral
(anhedral), the increase in lift of the wing portion near the ground is large, as
shown in the figure.

124 Introduction to Panel Codes: A Brief History

Observing the brief history of potential flow solutions, along with the methodology
presented in Chapters 3—5, implies that the trend is toward using surface distributions of
elementary solutions with gradually increasing complexity. So in principle, if a problem
can be solved by distributing the unknown quantity on the boundary surface rather than
in the entire volume surrounding the body (as in finite difference methods), then a faster
numerical solution is obtainable. This observation is true for most practical inviscid flow
problems (e.g., lift of wings in attached flows etc.).

This reduction of the three-dimensional computational domain to a two-dimensional one
(on a three-dimensional boundary) led to the rapid development of computer codes for the
implementation of panel methods, some of which are listed in Table 12.1. Probably the
first successful three-dimensional panel code is known as the Hess code'?! (or Douglas—
Neumann), which was developed by the Douglas Aircraft Company and used a Neumann
velocity boundary condition. This method was based on flat source panels and had a true
three-dimensional capability for nonlifting potential flows.

The Woodward I code,'?? which originated in the Seattle area, was capable of solving
lifting flows for thick airplane-like configurations. This code also had a supersonic potential

Table 12.1. Chronological list of some panel methods and their main features

Geometry Singularity Boundary
Method of panel distribution conditions Remarks
1962, Douglas- Flat Constant source Neumann
Neumann'?!
1966, Woodward 1'2-2 Flat Linear sources Neumann M>1
Constant vortex
1973, USSAERO!?3 Flat Linear sources Neumann M>1
Linear vortex
1972, Hess 1'2# Flat Constant source Neumann
Constant doublet
1980, MCAIR ' Flat Constant source Dirichlet Coupling with B. L.
Quadratic doublet design mode
1980, SOUSSA 26 Parabolic Constant source Dirichlet Linearized
Constant doublet unsteady
1981, Hess I1'27 Parabolic Linear source Neumann
Quadratic doublet
1981, PAN AIR 28129 Flat Linear source both M > 1
subpanels Quadratic doublet
1982, VSAERQ!210:12.11 Flat Constant source both Coupling with
and doublet B. L., wake rollup
1983, QUADPAN!212 Flat Constant source Dirichlet
and doublet
1987, PMARC!213.12.14 Flat Constant source both Unsteady

Constant doublet wake rollup
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flow solution option, which increased its applicability. The method was later improved and
was released as the USSAERO code'? (or the Woodward II code). At about the same time
Hess added doublet elements to his nonlifting method so that he could solve for flows with
lift; this code'?* was widely used by the industry and was called the Hess I code.

All of the computer codes listed in Table 12.1 had the capability to correct for low-speed
compressibility effects by using the Prandtl-Glauert transformation (as in Section 4.8).

The above computer codes were considered to be the first-generation panel programs, but
as computer technology evolved, more complex algorithms could be developed based on
higher order approximations to the panel surface and singularity distribution. For example,
the MCAIR code,!?> which evolved into a high-order singularity method, had two new
interesting features. One was an inverse two-dimensional solution for multielement airfoils
with prescribed pressure distribution. The second option was an iterative coupling with
a boundary layer procedure. Pressure and velocity data from the potential flow solution
were fed into a boundary layer analysis that estimated the displacement thickness and
surface friction. During the next iteration of the potential solver the three-dimensional
panel geometry was modified to include the added displacement thickness of the boundary
layer.

At about the same time the SOUSSA code!>® was developed and it used the Dirichlet
boundary condition (as did MCAIR) and had the additional feature of an unsteady oscillatory
mode. Meanwhile, John Hess of the McDonnell Douglas Aircraft Co. had updated the Hess
I code to the Hess II code,'>” which now had parabolic panel shape and higher order
singularity distributions.

During this second-generation panel code development period, the largest effort was
invested in the PAN AIR code,'?>® 129 which was developed for NASA by the Boeing Co.
The basic panel element in this code had five, flat, subelements with higher order singularity
distribution; boundary conditions were usually Dirichlet, but on selected areas the Neumann
condition could be used as well. This code also had the capability for solving the supersonic
potential flow equations.

Until the early 1980s most panel codes were limited (along with the availability of
mainframe computers) to the larger aerospace companies. However, computer technology
rapidly evolved and cost decreased in these years, so that it was economically logical for
smaller companies (e.g., general aviation contractors, boat builders, race-car teams, etc.) to
use this technology. The first panel code commercially available to the smaller industries
was VSAEROQ!>101211 (which was developed under a grant from NASA Ames Research
Center). This code can be viewed as the beginning of a third period in the development of
panel codes, since it returned to a simpler, first-order panel and singularity elements. This
code used the Dirichlet boundary condition for thick bodies and the Neumann condition
for thin vortex-lattice panels. Interaction with several methods of boundary layer solutions
along streamlines was used, but the displacement thickness effect was corrected by adding
sources (blowing or transpiration), rather than adjusting the panel geometry (as in MCAIR).
In addition, a wake rollup routine was added that computed the induced velocity on the wake
and moved the wake vortices to a new “force-free” position. Following the success of this
code (due to computational economy) the Lockheed company developed a similar method,
called QUADPAN. 212

At this point it seems that the theory of panel methods has matured and most of the
effort is invested in pre- and post-processing (automatic generation of surface grids and
graphical representation of results). Also being developed are interactive airfoil and wing
design routines, where the designer can modify interactively the body’s geometry in order
to obtain a desirable pressure distribution.
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Table 12.2. Claimed advantages of low- and high-order panel codes

Low-order methods High-order methods
Derivation of influence simple derivation more complex derivation
coefficients
Computer programming relatively simple coding requires more coding effort
Program size short (fits minicomputers) longer (will run on mainframes only)
Run cost low considerably higher
Accuracy less — for same number of panels higher accuracy for a given number
(but more accurate for same of panels
run time)
Sensitivity to gaps not very sensitive* not allowed
in paneling
Extension to M > 1 possible simple (for arbitrary geometry)

* This is a major advantage for the comparatively untrained user. Also this feature allows for an easy treatment
of very narrow gaps where viscous effects control the otherwise high speed inviscid flow (see example in
Section 12.7).

Some of the other improvements of these methods, during the second half of the 1980s,
included the addition of an unsteady motion option'?!> and an overall numeric optimization
of the method (in terms of computer memory requirement and efficiency of matrix solver).
Such a code is PMARC'?!# (Panel Method Ames Research Center), which was developed
at NASA Ames and is now suitable for home computers.

This recent trend of some code developers toward the use of low-order methods, and the
fact that many different methods are now being used, led to several comparison studies.
For instance, the study of Margason et al.!>!> indicates that low-order methods are clearly
faster and cheaper to operate. Some of the claimed advantages of each of the methods are
listed in Table 12.2 and the decision of which one to choose for a particular application is
not obvious. It is important to point out that, “any method will provide good results after
validating it through a large number of test cases.” (Dr. John Hess).

12.5 First-Order Potential-Based Panel Methods

As an example of three-dimensional first-order panel methods, some of the features
are discussed, following the six steps used for the previous computational methods. It is
recommended at this phase that students use one of the available panel codes along with
its graphical pre- and post-processor. It is useful to become familiar first with the pre-
processor and the grid generation process, through homework assignments, and only later
devote more time to the aerodynamic results. In the following discussion, some of the
features of a first-order method (e.g., VSAERO!?1%-12:11 and PMARC!?#) are described.

a. Choice of Singularity Elements

The basic panel element used in this method has a constant-strength source or
doublet, and the surface is also planar (but doublet panels that are equivalent to a vortex
ring and can be twisted). Following the formulation of Section 9.4, the Dirichlet boundary
condition on a thick body can be reduced to the form of Eq. (9.23), which states that the
perturbation potential inside the body is zero:

N Ny N
Z Crug + Z Cope + Z Bioxy =0 (12.29)
=1 =i =1
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This equation will be evaluated for each collocation point inside the body and the influence
coefficients Cy, C, of the body and wake doublets and B of the sources are calculated by
the formulas of Section 10.4.

Both the VSAERO!?1%:12:11 and PMARC!?'* computer programs allow additional mod-
eling of zero-thickness surfaces by vortex lattice grids, which are treated in a manner
described in Section 12.2. On these surfaces the zero normal velocity boundary condition
is used, which results in a similar set of equations on the collocation point of panel i:

N Ny N
Y Ciu+ Y Clue+ Y Biok=—Qu M (12.30)
k=1 =1 k=1

The B}, C; induced velocity coefficients are given, too, in Section 10.4.

b. Discretization and Grid Generation

In this phase the shape of the body is divided into surface panel elements as shown
in Fig. 12.22. It is useful to have a graphic representation of the grid so that possible input
errors such as gaps between the panels and misplaced corner points can be corrected. The
grid is usually constructed of rectangular subgrids (patches) and some of the patches forming
the model of Fig. 12.22 are shown as well. Note that triangular panels, as in the nose cone
area, are actually rectangular panels with two coinciding corners. At this phase the panel
corner points, collocation points (which may be on the surface or slightly inside the body),
and the outward normal vectors n; are identified and the counter k for each panel is assigned.
A typical example of generating a wing grid and its unfolded patch are shown in Fig. 12.23.

N
/ﬂé"‘i‘.‘@

(b

Figure 12.22 Representation of the surface geometry of a generic airplane by subarrays (patches):
(a) complete model; (b) separate patches.
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Figure 12.23 Method of storing the grid information on a wing patch (and identifying the wing’s
outer surface).

c. Influence Coefficients

At this phase the boundary conditions of Eq. (12.29) (or (12.30)) are evaluated and
for this example we shall use only the Dirichlet boundary condition. As was noted earlier,
Eq. (12.29) is not unique and the combination of sources and doublets must be selected.
For example, fixing the source strengths as

or =0y - Qoo (12.31)

will result in a set of equations with the doublet strengths as the unknowns. The above
selection of the source strength is based on the results of Section 4.4 and includes most
of the normal velocity component required for the zero normal flow boundary condition
(in the nonlifting case). Consequently, the unknown f; strengths will be smaller.

So, at this point, the potential at the collocation point of each panel (inside the body) is
influenced by all the N other panels and the coefficients appearing in Eq. (12.29) can be
calculated. Now, let us consider a wake panel that is shed by an upper panel with a counter
[ and a lower panel with a counter m, as shown in Fig. 12.24. Equation (12.29) for the first
collocation point can be derived as

Comi+--+Cupr + -+ + Cimptm + -+ -+ Civpn

Nw N
+2C1pﬂp+;BlkUk =0 (12.32)
p= =

The influence of this particular wake panel at point 1, when singled out from the anv”:vl Cipp
term, is then

Clp(,ul - /’Lm) (1233)

where the counter p scans the wake panels. But this second summation of the wake influ-
ences in Eq. (12.29) does not contain additional unknown values of 1. Therefore, the results
of this second summation can be resubstituted into the equation, using the results of the
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Wake made of
constant-strength doublets

Figure 12.24 A typical wake panel shed by the trailing edge upper and lower panels.

Kutta condition (Eq. (12.33)). In the particular case of Fig. 12.24, the equation for the first
point becomes

Ciupr+--+(Cu+Cips + -+ (Crm — Crp)tm + - - -
N

+ Civun + ZBlkUk =0
k=1

Consequently, this equation can be simplified to a form

N N
Z Al = — Z B0k (12.34)
k=1 k=1

where Ay, = Cy; if no wake is shed from this panel and Ay = Cix &= Cy,, if it is shedding
a wake panel. This equation now has the form

ai, iz, ..., iy 1 b1, b1z, ..., b1y o1
a1, az, ..., N j7%) b1, by, ..., boy lop3

_ . (12.35)
ant, anz, ..., aNn/) \Mn by1,byn2, ..., byn/ \ON

which is a set of N linear equations for the N unknown u; (o is known from Eq. (12.31)).
Notice that on the diagonal, a, = 1/2, except when the panel is at the trailing edge.

d. Establish RHS

The right-hand-side matrix multiplication can be carried out since the strengths of
the sources are known. This procedure establishes the RHS vector and Eq. (12.35) reduces
to the form

ai, ap, ..., ain I3 RHS;
a1, ax, ..., N 2 RHS,

= (12.36)
ant, anz, ..., ANN N RHSy

e. Solution of Linear Equations

The above matrix is full and has a nonzero diagonal and so a stable numerical
solution is possible. Usually when the number of panels is low (e.g., less than 500) a direct
solver can be used. However, as the number of panels increases (up to about 10,000), iterative
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Figure 12.25 Nomenclature used for the differentiation of the velocity potential for local tangential
velocity calculations.

solvers are used so that only one row of the matrix occupies the computer memory during
the solution.

f. Computation of Velocities, Pressures, and Loads

One of the advantages of the velocity potential formulation is that the computation
of the surface velocity components and pressures is determinable by the local properties of
the solution (velocity potential in this case). The perturbation velocity components on the
surface of a panel can be obtained by Egs. (9.26), in the tangential directions:

ou au
= -~ 12.37
qi 3l qm om ( )
and in the normal direction:
qgn =0 (12.37a)

where [, m are the local tangential coordinates (see Fig. 12.25). For example, the perturbation
velocity component in the / direction can be formulated (e.g., by using central differences)
as

1

q = E(Ml—l — Hi41) (12.38)

where Al is the panel length in the / direction. In most cases the panels do not have equal
sizes and instead of this simple formula, a more elaborate one can be used (sometimes only
the term Al is modified). The total velocity at collocation point k is the sum of the free
stream plus the perturbation velocity:

Qr = (Qoo,’ Qoom’ Qoon)k +(q1, Gms Gn )k (12.39)

where [y, my, ny are the local panel coordinate directions (shown in Fig. 12.25) and of course
the total normal velocity component on the surface is zero. The pressure coefficient can
now be computed for each panel using Eq. (4.53):

02
02

The contribution of this element to the aerodynamic loads AFy, is

Cp =1 (12.40)

1
AF, = —C,, <§pQgO)ASknk (12.41)
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Figure 12.26 Typical points used to evaluate the influence of a higher order singularity distribution.

The total aerodynamic loads are then obtained by adding the contributions of the individual
panels (multiplied first by the lift, drag, and side-force direction vectors). A sample computer
program based on this method is provided in Appendix D, Program No. 14.

In many situations off-body velocity field information is also required. This type of
calculation can be done by using the velocity influence formulas of Chapter 10 (since the
strengths o and p are known at this point).

12.6 Higher Order Panel Methods

The mathematical principle behind these methods is similar to that of the low-order
methods, but the complexity of the element in terms of its geometry and singularity distri-
bution is increased. The boundary conditions to be solved are still Eq. (12.29) (Dirichlet)
and Eq. (12.30) (Neumann) or a combination of both. (That is, on some panels the Neumann
and on the other panels the Dirichlet condition will be used — but not both conditions on the
same panel.) The influence coefficients are more complex and they depend on more than
one singularity parameter (whereas only one such a parameter was required for a constant-
strength source or doublet element). In the following section a brief description of such a
method is presented and more details on one of these methods (PAN AIR) is provided in
Refs. 12.8 and 12.9.

a. Choice of Singularity Elements

Using a first-order source and second-order doublet distribution as described in
Section 10.5 allows us to determine the influence of each panel in terms of its values at its
nine points (as shown in Fig. 12.26). The surface is divided into five flat subelements and
the relative location of these points on these surfaces is shown in Fig. 10.27. The influence
of the panel’s subelements can be summarized as

A® = Fs(o1, 02, 03, 04, 09) = fs(00, 0x, 0y) (12.42)
A(u, v, w) = Gs(o1, 02, 03, 04, 09) = gs(00, Oy, Ty) (12.43)
for the first-order source element and

AD = FD(/'le M2, U3, 4, U5, (L6, AT, 48, /LC)) == fD(MO? Mx, /’Lyv Mxxs Mxya /'Lyy)
(12.44)
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A(M, v, w) = GD(Mla M2, L3, 4, U5, L6y L7, A8, l~’l'9)
= gD(,U«Os Mxs Ky, Kxxs Hxy, /’Lyy) (1245)

for the second-order doublet. The subscripts 1 through 9 denote the strength of the singularity
distribution at this point according to the sequence in Fig. 12.26. Note that for a source five
unknowns are used, but by assuming a linear strength distribution this can be reduced by
algebraic manipulations to three (e.g., fs = 09 + oxx + 0,y). Similarly, by assuming a
parabolic distribution for the doublet strength the number of unknowns is reduced to six
per panel (e.g., gp = fo + pxx + HyY + Uxyxy + M.vxxz + /‘Lyyyz)-

b. Discretization and Grid Generation

The grid generation procedure is similar to the procedure described for the zero-
order method, but now all nine nodal points are stored in the memory. Also, gaps in the
geometry are not allowed since a continuous geometry is assumed.

c¢. Influence Coefficients
Again we shall follow the case where the strength of the source (for thick bodies)
is set by Eq. (12.31)

or =g - Quo

The Dirichlet boundary condition can be reduced then to the form

6N Ny 3N
Z Crpr + Z Cepee + Z Brop =0 (12.46)
P =1 k=1

or if the Neumann condition is used then on the ith collocation point
6N Ny 3N
D Ciu+ Y Ciue+ Y Bioy=—Qu-m (12.47)
k=1 =1 k=1

In principle, for N panels we have 6N unknown doublet strengths, but by matching the
magnitudes (or slopes) of the neighbor panels, SN very simple additional equations can
be obtained (see for example the two-dimensional case in Section 11.6.1). These neighbor
panel relations are resubstituted into Eq. (12.46) or Eq. (12.47) such that for N panels N
linear algebraic equations must be solved. Also, as before, the wake doublets ; do not
contain any new unknowns and based on the corresponding doublet values of the wake
shedding panels the wake influence can be substituted into the Cy, C} coefficients. Thus for
each panel i (when using the internal Dirichlet boundary condition)

N N
Z Aigpx = — Z B0y (12.48)
k=1 k=1

where the collocation point counter i = 1 — N.

d. Establish RHS

The right-hand side of this equation includes the known source strengths (for the
Dirichlet boundary condition) and the free-stream component normal to the surface (for
the Neumann boundary condition case) and can be computed. The additional 2N equations
for the source corner point values are obtained by matching the source strength at the panel
edges.
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e. Solution of Linear Equations
The solution is the same as for low-order methods.

f. Computation of Velocities, Pressures, and Loads
The local tangential velocity is calculated by using Eq. (12.37), but since at each
panel there are nine values of w a finer arithmetic scheme is used for calculating the
local gradients of the velocity potential. Once the velocity components are found the lo-
cal pressure coefficient and the aerodynamic loads are found by using Egs. (12.40) and
(12.41).
More details on such high-order panel codes can be found in Refs. 9.4 and 12.9.

12.7 Sample Solutions with Panel Codes

Panel methods have the advantage of modeling the flow over complex three-
dimensional configurations. However, the first thing to remember is that the method is
based on potential flow solutions and therefore its forte is in solving attached flowfields. In
the case of such attached flowfields the calculated pressure distribution and the lift will be
close to the experimental results, but for the drag force only the lift-induced drag portion
is provided by the potential flow solution and an estimation of the viscous drag is required.
For flows with considerable areas of flow separations the method usually can point toward
areas of large pressure gradients that cause the flow separations, but the computed pressure
distributions will be wrong. The following examples will show some of the cases where
such methods can provide useful engineering information, along with some cases where
the effects of viscosity become more important.

Q.
 —
1 T I 9
P e s N — ——
L2r Wing only
10 — — — — —

0.8
Wing + body

C, 0.6
Q. R =
0.2F == 10°
0 ] ] ] 1
0 0.2 0.4 0.6 0.8 1.0

% spanwise distance

Figure 12.27 Effect of fuselage on the spanwise loading of a rectangular wing.
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Figure 12.28 Comparison between calculated and experimental lift coefficients for a generic fighter
aircraft configuration. (Experimental results taken from Stoll, F., and Koenig, D. G., “Large Scale Wind-
Tunnel Investigation of a Close-Coupled Canard-Delta-Wing Fighter Model through High Angles of
Attack,” AIAA Paper 83-2554.)

Example 1: Wing Body Combination

All classical methods (e.g., lifting surface) were capable of modeling simple lift-
ing surfaces only with some estimation of wing/fuselage juncture effects. Panel
methods, in contrast, can solve the flow over fairly complex wing/fuselage com-
binations. For example, Fig. 12.27 shows a typical case where the lift near the
centerline is reduced due to the presence of the fuselage. The wake vortex origi-
nating near the wing/fuselage juncture, whose circulation is opposite in direction to
the tip vortex, must be modeled carefully (so that it will not intersect the fuselage).
The location of this vortex is important, too, since it may affect the flow on the rest
of the aircraft and may cause flow separations on the aft section of the fuselage
and on the tail. Some methods allow the “stitching” of the wing-root vortex to the
fuselage for better modeling of the lift “carry-over” from the wing to the fuselage.

Example 2: Lift of High-Speed Airplane Configurations

Airplanes that operate at higher speeds where compressibility effects are not negli-
gible usually encounter low-speed flight conditions during takeoff and landing. For
these conditions panel methods can provide useful acrodynamic information. As
an example the calculated and experimental lift coefficients for two such aircraft
configurations are provided in Figs. 12.28 and 12.29. Both figures indicate that at
the lower angles of attack (less than 15° in this case) the calculations agree fairly
well with the experiments. However, at larger angles of attack, leading-edge vortex
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Figure 12.29 Comparison between calculated and measured lift coefficients for the McDonnell
Douglas F/A-18 airplane (using 668 panels per side). From Ref. 12.16. Reprinted with permission.
Copyright ATAA.

lift (e.g., for > 15°in Fig. 12.28 and for 15° < @ < 30° in Fig. 12.29) can cause
additional lift, and such vortex lift models were not introduced in this chapter.
Moreover, the flow over these complete configurations is usually very complex
and many regional flow separations and vortex flows exist. Therefore, even if the
results presented in these two figures agree reasonably with the computations,
the computations can serve mainly as a first-order prediction tool; final validation
usually would require extensive testing.

Experiment within wind tunnel
{ Re; = 3.3 x 10°

—— Computed, within wind tunnel

=== Computed, without

tunnel walls
-1.5r-
vlo -
L /S
Il \\\
—-0.5F / N
/
C, - ,/
0.0 /" ’
| 1
0.5
L 1 y/L = 0, (model centerline)
1ol _ w7 =8 (wing angle of attack)
-0.2 0 0.2 04 0.6 0.8 1.0 1.2
x/L

Figure 12.30  Effect of wind-tunnel walls on the pressure distribution on the upper surface centerline
(shown by the black dots) of a streamlined automobile (model frontal area to wind-tunnel cross-sectional
area ratio was about 13%). From Ref. 12.17.
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Figure 12.31 Pressure distribution on a two-dimensional four-element airfoil (a) and at the centerline
of an R = 1.5, rectangular wing, having the same airfoil section and angle of attack (b). From Ref.
12.18. Reprinted with permission. Copyright AIAA.

Example 3: Wind-Tunnel Wall Interference Corrections

Wind tunnels provide a well-controlled environment where a variety of tests, such
as measurement of aerodynamic pressures and loads, can be carried out. However,
model designers usually prefer larger models and therefore, in many cases, the
effect of the test section walls is not negligible. The most obvious interference
between the model and the wind-tunnel test section walls is called “solid blockage,”
in which the presence of the model inside the wind tunnel reduces the flow cross-
sectional area and, according to Bernoulli’s principle, the flow speed will increase
there. Since the local velocity at the test section is higher than it would be in a free
flow outside the wind tunnel the aerodynamic coefficients are overestimated. In
addition to this “blockage effect” there is a “reflection effect” that changes the lift of
lifting surfaces near solid boundaries (as in the case of ground effect). Figure 12.30
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shows the increase in the suction peaks (and velocity) over the upper surface of a
streamlined automobile model; and this increase was well predicted by the panel
method. In this case, for theoretical purposes the aft section of the vehicle was
highly streamlined and flow separations there were minimal, but a generalization
of this approach to other bluff body shapes must be approached with extra care.

In general, the wind-tunnel wall corrections are obtained by two sequential
computations where in the first the flowfield over the model within the wind-tunnel
test section is computed and in the second computation the wind-tunnel walls are
removed. The differences between these two cases provides the potential flow effect
of wind-tunnel boundaries on model lift and blockage (Refs. 12.16 and 12.17). Note
that this wind-tunnel wall correction method inherently includes effects of lift
and blockage, and it provides more details than previous semi-empirical methods
(for the complete wind-tunnel wall effect, though, the viscous effects should be
included, too.)

Example 4: High-Lift, Low Aspect Ratio Multielement Wing

As the wing aspect ratio becomes small, two-dimensional airfoil analysis may not
be applicable and a considerable difference exists between the two- and three-
dimensional chordwise pressure distributions. Consequently, a two-dimensional
development of such an airfoil section, without considering the complete three-
dimensional analysis, is not recommended.'>'® As an example, typical computa-
tional results for the two-dimensional pressure distribution on a four-element airfoil
are shown in Fig. 12.31a. The computed pressure distribution, at the centerline of a
rectangular wing (R= 1.5), having the same airfoil section and the same attitude,
are presented in Fig. 12.31b. The most obvious differences between the two cases
of Fig. 12.31 are the threefold reduction in the C, range of the three-dimensional
data and the change in the shape of the pressure distribution when compared with
the two-dimensional case. Also, in the three-dimensional case, pressure gradients
are the strongest near the second flap (from the trailing edge) and with increased
angle of attack, flow separation can be initiated here (and not near the leading edge,
as it seems from the two-dimensional data).

Example 5: Wake Length

One of the objectives of this section is to highlight some possible errors in modeling
the potential flow problems. One such frequent problem arises when the wake of
a wing is too short (in steady-state flow). This problem occurs when, owing to
the need to present the wing and the wake in the same scale, the wake model
becomes short. Since in most situations the wake is modeled by constant-strength
doublet elements a starting vortex is present at the edge of the far field panel
as shown in Fig. 12.32. This vortex induces a downwash on the wing thereby
reducing its lift. The problem can easily be cured by a longer wake, which should
be at least 20 chord lengths behind the wing trailing edge (of course this distance
depends on wing aspect ratio; see also the effect of a starting vortex in Example 1,
Section 13.12).

Example 6: Modeling of Gap in Wing

Example 4 indicated that the modeling of a gap between two airfoils is obtained
in a satisfactory manner. However, if the gap is parallel to the streamlines, as
in the case of the chordwise gap between a main wing and a flap, establishing
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a good panel model may be difficult. Since the potential flow does not account
for viscosity, the velocity inside a narrow gap will increase to unrealistic values,
which in reality are reduced by the viscous friction. This problem is demonstrated
by Fig. 12.33 (taken from Ref. 12.19) where such a side gap between a large aspect
ratio wing and a moving wing tip (shown in Fig. 12.33) is calculated by different
panel models. When the two wing parts were modeled as two separate, closed
bodies, the high speed within the gap resulted in large suction peaks (shown by the
broken lines) that are different from the experimental data. The solid line shows the
case where the wing and the wingtip closures were removed from the gap (thereby
leaving the two bodies open in the gap region) and the results now agree more
with the experimental data. Since this example was executed with a first-order
panel method (Ref. 12.11) which is not sensitive to gaps in the panel model this
problem was partially resolved, but this approach is not applicable to higher order
panel methods. (Note that the accurate potential solution is practically inaccurate
in this case and the removal of the wing side edge closures inside the gap should
be viewed as a viscous flow effect modeling exercise!)
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Problems

Three-dimensional solutions that were presented in this chapter usually require
more effort than an average homework problem and the following suggested ex-
amples are more suitable for midterm or final projects.

12.1. Construct a computational method based on the lifting-line model of Section 12.1
and study the effect of wing sweep on the spanwise loading. Use at least ten
spanwise elements (per semispan), and assume a constant chord ¢ and wing aspect
ratio of 8.

12.2. Use the method of Problem 12.1 to study the spanwise load distribution on the
wing planforms presented in Fig. 12.34.

12.3. Use the method of Problem 12.1 to study the effect of taper ratio on the spanwise
load distribution of an unswept leading-edge wing. Assume wing span b = 6, root
chordcg = 1,and A = 1.0, 0.6, and 0.2.

lgw

b
(=)}

v
-

45°

Figure 12.34 Various wing planform shapes to be used for homework problems.
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12.4. Construct a computational method based on the lifting-surface model of Sec-
tion 12.3. Use at least ten spanwise (per semispan) and five chordwise panels, and
assume a constant chord ¢ and wing aspect ratio of 8.

a. Study the effect of wing sweep on the spanwise loading.

b. Study the spanwise load distribution on the wing planforms presented in
Fig. 12.34.

c. Study the effect of taper ratio on the spanwise load distribution of an unswept
leading-edge wing. Assume wing span b = 6, root chord ¢y = 1, and A =
1.0, 0.6, and 0.2.

12.5. Use the pre-processor to the panel code that is available in your institute to generate
the grid for the wing configurations of Fig. 12.34 (use at least 200 panels per
semispan). Assume all wings have a NACA 63,-415 airfoil section.

12.6. Using the three-dimensional panel code available in your institute solve the flow
over the wing planforms of Problem 12.5 and present chordwise pressure distri-
butions at five equally spaced spanwise stations. Also plot the spanwise loading
for each wing and compare their root bending moment M, .

12.7. Use the three-dimensional panel code available in your institute for the following

exercises:

a. Study the effect of wing sweep on the spanwise loading. Assume a rectangular
wing with aspect ratio of R= 8, constant chord, and leading-edge sweep of
A = 0°,20°,40°, and 60°.

b. Study the effect of taper ratio on the spanwise load distribution of an unswept
leading-edge wing. Assume wing span b = 6, root chord ¢y =1 and A =
1.0, 0.6, and 0.2.

For all these cases present the chordwise pressure distribution at five equally spaced
spanwise stations. Also plot the spanwise loading for each wing and compare their root
bending moment M.



CHAPTER 13

Unsteady Incompressible Potential Flow

We have seen in the previous chapters that in an incompressible, irrotational fluid
the velocity field can be obtained by solving the continuity equation. However, the incom-
pressible continuity equation does not directly include time-dependent terms, and the time
dependency is introduced through the boundary conditions. Therefore, the first objective is
to demonstrate that the methods of solution that were developed for steady flows can be used
with only small modifications. These modifications will include the treatment of the “zero
normal flow on a solid surface” boundary conditions and the use of the unsteady Bernoulli
equation. Furthermore, as a result of the nonuniform motion, the wake becomes more com-
plex than in the corresponding steady flow case and it should be properly accounted for.
Consequently, this chapter is divided into three parts, as follows:

a. Formulation of the problem and of the proposed modifications for converting
steady-state flow methods to treat unsteady flows (Sections 13.1-13.6).

b. Examples of converting analytical models to treat time-dependent flows (e.g., thin
lifting airfoil and slender wing in Sections 13.8—13.9).

c. Examples of converting numerical models to treat time-dependent flows (Sections
13.10-13.13).

For the numerical examples only the simplest models are presented; however, application
of the approach to any of the other methods of Chapter 11 is strongly recommended (e.g.,
can be given as a student project).

In the general case of the arbitrary motion of a solid body submerged in a fluid (e.g.,
a maneuvering wing or aircraft) the motion path is determined by the combined dynamic
and fluid dynamic equations. However, this chapter will deal with the loads generated by
the fluid only and therefore the path along which the body (or the wing or aircraft) moves
is assumed to be prescribed.

13.1 Formulation of the Problem and Choice of Coordinates

When treating time-dependent motions of bodies, the selection of the coordinate
systems becomes very important. It is useful to describe the unsteady motion of the surface
on which the “zero normal flow” boundary condition is applied in a body-fixed coordinate
system (x, y, z); see for example the maneuvering wing depicted in Fig. 13.1. The motion
of the origin O of this coordinate system (x, y, z) is then prescribed in an inertial frame
of reference (X, Y, Z) and is assumed to be known (as shown in Fig. 13.1). For simplicity,
assume that at ¢+ = 0 the inertial frame (X, Y, Z) coincides with the frame (x, y, z). Then, at
t > 0, the relative motion of the origin (), of the body-fixed frame of reference is prescribed
by its location Ry(#), and the instantaneous orientation ®(¢), where (¢, 6, ¥) are the Euler'3"!
rotation angles:

(Xo, Yo, Zo) = Ro(t) (13.1)
(9.0, v)=0() (13.2)
369
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Body-fixed frame of reference

Stationary,
inertial frame
of reference

Starting vortex

Figure 13.1 Inertial and body coordinates used to describe the motion of the body.

For example, in the case of a constant-velocity flow of speed Uy, in the positive x direction
(in the wing’s frame of reference in Fig. 13.1) the function Ry(#) will be

(Xo, Yo, Zo) = (—Uxt, 0, 0)

which means that the wing is being translated in the negative X direction.

The fluid surrounding the body is assumed to be inviscid, irrotational, and incompressible
over the entire flowfield, excluding the body’s solid boundaries and its wakes. Therefore,
a velocity potential ®(X, Y, Z) can be defined in the inertial frame and the continuity
equation, in this frame of reference, becomes

V2® =0 (in X, Y, Z coordinates) (13.3)

and the first boundary condition requiring zero normal velocity across the body’s solid
boundaries is

(V@ +v)-n=0 (inX,Y, Z coordinates) (13.4)

Here —v is the surface’s velocity and n = n(X, Y, Z, t) is the vector normal to this moving
surface, as viewed from the inertial frame of reference. (Note that v is defined with the minus
sign so that the undisturbed flow velocity will be positive in the body’s frame of reference.)
Since Eq. (13.3) does not depend directly on time, the time dependency is introduced through
this boundary condition (e.g., the location and orientation of n can vary with time). It is
interesting to point out that @ is the total velocity potential, but as a result of its definition
in a frame that is attached to the undisturbed fluid its magnitude is small (in fact it is similar
to the perturbation potential of Section 4.2).

The second boundary condition requires that the flow disturbance, due to the body’s
motion through the fluid, should diminish far from the body (or wing in Fig. 13.1),

lim V&=0 (13.5)
|[R—Rgy|—>00

where R = (X, Y, Z).

For the unsteady flow case the use of the Kelvin condition will supply an additional
equation that can be used to determine the streamwise strength of the vorticity shed into the
wake. In general, the Kelvin condition states that in the potential flow region the angular
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momentum cannot change, and thus the circulation I" around a fluid curve enclosing the
wing and its wake is conserved:

dar
T 0 (for any #) (13.6)

The solution of this problem, which becomes time dependent because of the boundary
condition (Eq. (13.4)), is easier in the body-fixed coordinate system. Consequently, a trans-
formation f between the two coordinate systems has to be established, based on the flight
path information of Egs. (13.1) and (13.2), that is,

X X

= f(X(),YQ, ZO’ ¢79? 1//) Y (137)
Z

Such a transformation should include the translation and the rotation of the (x, y, z) system,
and, for example, may have the form (Ref. 13.1, pp. 312-313)

X 1 0 0 cosf(t) 0 —sinb(r)
yl=10 cos¢(t) sing(r) 0 1 0
z 0 —sing(t) cosp(z) sinf(t) 0 cosO(t)
cosy(r) siny(r) O X — X
x | —sinyr(¢) cosy(t) O Y—-Y (13.7a)
0 0 1 Z—-Z7

Similarly, the kinematic velocity v of the undisturbed fluid due to the motion of the wing
in Fig. 13.1, as viewed in the body frame of reference, is given by

v=—[Vo+ Q xr] (13.8)

where V is the velocity of the (x, y, z) system’s origin, and must be resolved into the
instantaneous (x, y, z) directions,

Vo = (X0, Yo, Zo) (13.9q)

Here r = (x, y, ) is the position vector and €2 is the rate of rotation of the body’s frame of
reference, as shown in Fig. 13.1,

Q=(p,q,r) (13.96)

where (p, q, r) are the angular velocity components, as shown in Fig. 13.1. In situations
when an additional relative motion v, within the (x, y, z) system is desired (e.g., small-
amplitude oscillation of the wing or its flap, in addition to the average motion of the body
system) then Eq. (13.8) becomes

v=—[Vo+ Vel + 2 X 1] (13.8a)
and
Vel = (X, ¥, 2) (13.9¢)

To an observer in the (x, y, z) frame, the velocity direction is opposite to the flight
direction (as derived inthe X, Y, Z frame) and therefore the minus sign appears in Eq. (13.8).



372 13/ Unsteady Incompressible Potential Flow

The proper transformation of Eqs. (13.3)—(13.5) into the body’s frame of reference
requires the evaluation of the various derivatives in the (x, y, z) system. This can be found
using the standard chain rule differentiation. For example, the /9 X term becomes

d ox 0 dy 0 dz 9
dX 93X ox 9Xdy 9X oz
Here, 0x/0X, dy/9X, and dz/dX include the information about the instantaneous orien-
tation of the body-fixed frame of reference (it is also assumed that the time ¢ is the same in
both frames). For example, consider the case when the body frame of reference of Fig. 13.1
translates to the left and only one degree of rotation with 6 is allowed (so that ¢ = ¢ =0
and the y and Y axes remain parallel). In this situation, Eq. (13.7) will provide the transfor-
mation between the (x, y, z) and (X, Y, Z) coordinates, which will depend on one rotation
only, and the above chain differentiation results in

0 0 0

— =cosf— +sinf—

0X 0x 0z

0 0

- 13.1
oY  dy (13.10)

. 0 Gl
— = —sinf— +cosf—
9Z x 0z
The time derivative in the (x, y, z) system can be obtained by the chain rule (and is similar
to Eq. (13.8) less the relative velocity term vyg):

0 o 9 0 0
0t inertial B [V0+Q x r] . <8x’ 8y’ 32) + 3lb0dy (1311)
But it is possible to transform Egs. (13.3), and (13.4) into the body’s frame of reference
without explicitly knowing Eq. (13.7) and still arrive at the same conclusions. For example,
at any moment the continuity equation is independent of the coordinate system orientation
and the mass should be conserved. Therefore, the quantity V2@ is independent of the
instantaneous coordinate system and the continuity equation in terms of (x, y, z) remains
unchanged (the reader is encouraged to prove this by using the chain rule):

V2® =0 (inx, y, z coordinates) (13.12)

Also, the two boundary conditions (Eq. (13.4) and (13.5)) should state the same physical
conditions. The gradient V& will have the same magnitude and the kinematic velocity v
is given by Eq. (13.8). Therefore, the zero-velocity normal to a solid surface boundary
condition, in the body frame, becomes

(V®+v)-n=0 (inx,y,z coordinates) (13.13)

Here n is the normal to the body’s surface, in terms of the body coordinates (x, y, z).
If we use Eq. (13.8a) with v, representing the motion of the body in the (x, y, z)
coordinates, Eq. (13.13) becomes

(V®—V) =V — Q@ xr)-n=0 (inx, y, z coordinates) (13.13a)

Note that this boundary condition can be derived directly by using Eq. (2.27) of Chapter 2.
According to that terminology, the surface is defined in the body frame of reference by F as

F=z—nx,y,t)=0
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Application of Eq. (2.27) (DF/Dt) = 0) in the (X, Y, Z) coordinate system where the
particles move with a velocity V® yields

DF oF
— =—+VDd.VF =0
Dt xv,z at

Transferring this expression into the (x, y, z) system requires the transformation of the
dF /ot term by using Eq. (13.11) and with the second term remaining unchanged this
becomes
oF
E—(V0+er)-VF+VdJ-VF=O
Recalling that in the body’s frame of reference 0 F /9t = —dn/dt and according to Eq.
(2.26) VF/|VF| = n we get
an/or
IVF|
The last term represents the relative motion within the body’s frame of reference and by
exchanging (dn/dt)/|V F| with a possible three-dimensional relative motion v, - n we get

[VO—-(Vo+ Q2 x1)]-n

[VO —(Vo+ Q2 Xr)]-n—Ve-n=0

which is identical to the previous result of Eq. (13.13a).

In the case of more complex flowfields, when the modeling of nonzero velocity compo-
nents across the boundaries is desired (e.g., engine inlet/exit flows or simulation of boundary
layer displacement by blowing) a transpiration velocity Vy can be added:

(VO —Vo— Vi — 2 x1)-n=Vy (13.13b)

The most important conclusion from these results (Egs. (13.12) and (13.13)) is that for
incompressible flows the instantaneous solution is independent of time derivatives. That is,
since the speed of sound is assumed to be infinite, the influence of the momentary boundary
condition is immediately radiated across the whole fluid region. Therefore, steady-state
solution techniques can be used to treat the time-dependent problem by substituting the
instantaneous boundary condition (Eq. (13.13)) at each moment. The wake shape, however,
does depend on the time history of the motion and consequently an appropriate vortex wake
model has to be developed.

For many situations involving lifting problems the wake separation line has to be pre-
scribed. As in the case of the steady-state flows the Kutta condition is assumed to be valid
for the time-dependent case as well (for attached flows with reduced frequencies of less
than 1 where the reduced frequency k = wL/2U is defined in a manner similar to Eq.
(1.52)). Therefore, along trailing edges of lifting surfaces, the velocity has to be finite (to
fix the rear stagnation line) and

V& < oo (attrailing edges) (13.14)

13.2 Method of Solution

The continuity equation (Eq. (13.12)) is exactly the same as the corresponding
steady-state equation and consequently solution methods similar to those presented in the
previous (steady-state flow) chapters can be used. Recalling the formulation, based on
Green’s identity (Section 3.3), we can construct the general solution to Eq. (13.12) by
integrating the contribution of the basic solutions of source ¢ and doublet p distributions
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over the body’s surface and its wakes:

1 1 1 1
D(x,y,2) = —/ un-V(—)dS——/ a(—)dS (13.15)
4w body+wake r 4r body r

This formulation does not include directly a vortex distribution; however, it was demon-
strated earlier (e.g., in Section 10.4.3) that doublet distributions can be exchanged with
equivalent vortex distributions. Also, from this point and on, the velocity potential ® is
considered to be specified in terms of the body’s coordinate system.

This singular element solution automatically fulfills the boundary condition of Eq. (13.5).
To satisfy the boundary condition of Eq. (13.13), Eq. (13.15) is differentiated with respect
to the body coordinates. The resulting velocity induced by the combination of the doublet
and source distributions is then

1 d (1 1 1
Vo = — Mv[— (-)}zs— — oV(—)dS (13.16)
4w body+wake on\r 4r body r

In order to establish the Neumann form of the boundary value problem, the local velocity
at each point on the body has to satisfy the zero normal flow condition across the body’s
surface (Eq. (13.13) or, in the case of transpiration, Eq. (13.135)). Substitution of Eq. (13.16)
into Eq. (13.13a) allows us to form the final integral equation with the unknown p and o
distributions:

1 a (1 1 1

—/ uvV[—I-)|d4S— — oV\{| - |dS

4w body+wake on\r 4r body r
—Vo—vrel—ﬂxr}-n:O (13.17)

For thick bodies, this condition of zero normal flow across solid boundaries can be
defined by using the Dirichlet formulation of Section 9.2. In this case the inner perturbation
potential is assumed to be constant such that

®; = const.

By selecting ®; = 0 for the velocity potential (observe that the problem is formulated in the
inertial (X, Y, Z) frame of reference where ®,, = 0, and the magnitude of ® corresponds
to the perturbation potential! in the steady-state flow case) a formulation similar to Eq.
(9.11) is obtained:

1 d (1 1 1
— M—(—)dS— — a<—)dS:0 (13.18)
4w body-+wake an \r 4z body r

Equations (13.17) and (13.18) still do not uniquely describe a solution since a large number
of source and doublet distributions will satisfy a set of such boundary conditions. It is
possible to set the doublet strength or the source strength to zero, in a manner similar to
the thick and thin wing cases (as in Chapter 11). A frequently followed choice for panel
methods (e.g., PMARC?7-%%) is to set the value of the source distribution equal to the local
kinematic velocity (the time-dependent equivalent of the free-stream velocity). To justify
this, observe the Neumann boundary condition of Eq. (13.13a), which states that on the
solid boundary,
o

EZ(VO'FVrel'i‘er)'n

I For convenience, therefore, in this chapter ® is often referred to as a perturbation potential.
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Figure 13.2 Possible assumption for wake shape near the trailing edge.

But Eq. (3.12) states that the jump in the local normal velocity component is
od 9D,
on on

and since ®; = 0 then also &, /dn = 0 on the solid boundary Sp. By substituting 9®/dn,
the source strength becomes

—0 =

oc=—n-(Vy+ Vi1 + Q2 XT1) (13.19)

13.3 Additional Physical Considerations

The above mathematical formulation, even after selecting a desirable combination
of sources and doublets and after fulfilling the boundary conditions on the surface S (in
Fig. 13.2), is not unique. As we have seen in the previous chapters, for lifting flow conditions
the magnitude of circulation depends on the wake shape and on the location of the wake
shedding line and, therefore, an appropriate wake model needs to be established. Following
the practice of the previous chapters, we will base the wake model on some additional
physical conditions (e.g., the Kutta condition) as described next.

a. Wake Strength
The simplest solution to this problem is to apply the two-dimensional Kutta con-
dition along the trailing edges (7 E.) of lifting wings (see Fig. 13.2):

yre =0 (13.20)

The validity of this assumption depends on the component of the kinematic velocity normal
to the trailing edge, which must be much smaller than the characteristic velocity (e.g., Qo)
for Eq. (13.20) to be valid (see additional discussion of this condition in Section 13.11).
Also, the Kelvin condition can be used to calculate the change in the wake circulation:
dar
— =0 13.6
o (13.6)

b. Wake Shape
Following the requirement of Section 9.3, that the wake is force free, the Kutta—
Joukowski theorem (Section 3.11) states that

Qxvy =0 (13.21)

When the wake is modeled by a vortex distribution of strength ~y,, Eq. (13.21) can be
interpreted as a requirement that the velocity should be parallel to the circulation vector,

YwlQ (13.21a)



376 13/ Unsteady Incompressible Potential Flow

Furthermore, in most cases the trailing edge has a finite angle and an additional assump-
tion has to be made about the angle at which the wake leaves the trailing edge. In these
cases it is usually sufficient to assume that the wake leaves the trailing edge at a median
angle 67 /2, as shown in Fig. 13.2.

134 Computation of Pressures

Solution of Eq. (13.12) will provide the velocity potential and the velocity com-
ponents. Once the flowfield is determined the resulting pressures can be computed by the
Bernoulli equation. In the inertial frame of reference this equation is [note that (V®)? =
VO .- VO = (u? 4+ v? 4+ w?)]

- V)2 ad  I1[/ad\> [od\> [ad\*] oo
0 2 ar 2| \ax aY FYA at

(in X, Y, Z coordinates) (13.22)

The magnitude of the velocity V& is independent of the frame of reference (only the
resolution of the velocity vector into its components is affected) and therefore the form
of the first term in this equation remains unchanged. The time derivative of the velocity
potential, however, is affected by the frame of reference and must be evaluated by using Eq.
(13.11); therefore, the pressure difference p,, — p will have the form'3-2

Po—p 1[[0®\> [0d\> [od)\’ P
=-|(= — ) |- (Vo+Q2x1r)- VD + —
P 2[(ax) o) T % Vo8 x1)- Ve + =

(in x, y, z coordinates) (13.23)

In the case of three-dimensional panel methods it is often simpler to use the instantaneous
Bernoulli equation, in its original form (Eq. (2.35)):

Pet—p _ Q7 vy 3P
0 2 2 ot

Here Q and p are the local fluid velocity and pressure values, p.r is the far field reference
pressure, and vy is the magnitude of the kinematic velocity as given in Eq. (13.8):

Viet = —[Vo + © x 1] (13.25)

(13.24)

It is often convenient to express this kinematic velocity in the direction of the moving
(x, v, z) frame as [U(t), V(t), W(¢)], which can be obtained by a simple transformation f
(which is a function of the momentary rotation angles ¢, 8, 1, resembling Eq. (13.7a)):

U Urefy
VI =h.0,9)| Vet (13.26)
w Uref,

The total velocity at an arbitrary point (or collocation point k in the case of a numerical
solution) on the body is the sum of the local kinematic velocity (e.g., the reference velocity
in Eq. (13.25)) plus the perturbation velocity,

Qi = (Vrefys Vrefy,» Vre, ) + (@1 G Gk (13.27)

where (I, m, n); are the local tangential and normal directions (see Fig. 9.10) and the
components of v,r in these directions are obtained by a transformation similar to Eq. (13.26).
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The local perturbation velocity is (g;, ¢, gn) = (0P /0dl, 9®/dm, 3P /dn) and of course the
relative normal velocity component on the solid body is zero. The pressure coefficient can
now be computed for each panel as

— Dr 2200
p= Lt =1—QT—T— (13.28)
(l/z)pvref Uef Ulef ot
or if we use Eq. (13.23) then the pressure coefficient becomes
— Vd)? 2 2 09
y= e VP 2y o ve- 202 (13280
(1/2)pvref Ulef Ulef Ulef ot

Note that in situations such as the forward flight of a helicopter rotor v, can be selected
as the forward flight speed or the local blade speed at each section on the rotor blade.
Consequently, different values of the pressure coefficient will be obtained — and this matter
is usually left to be determined by the particular application.

The contribution of an element with an area of A S, to the acrodynamic loads AF is

1
AF; = —C,, (Epufef> ASiny (13.29)
k

(Note that vs here has a subscript k£, which means that it depends on the body coordinates.
This assignment is usually not recommended but may be used in cases such as the forward
flight of a helicopter rotor.)

Once the potential field and the velocity field are obtained, the corresponding pressure
field is calculated using Eq. (13.28a) and additional information such as forces, moments,
surface velocity surveys, etc. can be obtained.

13.5 Examples for the Unsteady Boundary Condition

As a first example, let us investigate several simple motions and the corresponding
derivation of the boundary conditions. Consider a flat plate at an angle of attack « moving
at a constant velocity U, in the negative X direction, as shown in Fig. 13.3. The translation
of the origin is

Vo = (Xo. Yo, Zo) = (~Uxs, 0, 0)
and the rotation is
Q=0
The vector n on the flat plate and in the body frame is

n = (sina, 0, cos @)

\kt? = X

Figure 13.3 Translation of a flat plate placed in the (x, y, z) system with a speed of (—Ux, 0, 0).
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x
Upwash = éxm?

Figure 13.4 Motion of a flat plate along a circular arc with radius d.

Substitution of these values into the boundary condition (Eq. (13.13a)) results in

ad ad
(VO —-Vy—Q2xr)-n= <—+Uoo,0, —) -(sine, 0, cosa) =0
ox 0z
and by assuming that ¢ < 1 and 0®/90x <K U, we reduce this to the classical result
ad ad
— = —|Uyx+ — Jtana = —Uyx (13.30)
0z ax

For the second example consider a one degree of freedom motion along a circular arc
(Fig. 13.4) with a radius of d. If the origin ( )y is moving with a speed of Uy, then

(X0, Yo, Zo) = (—Uso 050, 0, U, sin0)

But it is easy to observe that V), at any moment, resolved in the direction of the (x, y, z)
system, will be

VO = (_U007 01 O)

The rotation for this case is (g = 6)

Q=(0,6,0)
where
g Ux
d
and

Qxr= (éz, 0, —9x)

Also, the normal is n = (0, 0, 1). The boundary condition for a flat plate (at zero angle of
attack in its coordinate system) is then
00

30 . .
(V(IJ—VO—er)m:<a——9z+Uoo,O,a—+9x>-(O,O,l):O
X Z
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\\L/_ -/

Figure 13.5 Description of the motion of a helicopter rotor in hover.

which results in

=l 13.31
9z = X = 0 (13.31)

Note that there is an upwash of w = fx due to this motion (see Fig. 13.4), resulting in
lift (even though o = 0 in the flat plate’s coordinate system). Furthermore, it is clear from
this example that if the wing’s leading edge is placed at x = —c then instead of an upwash
the wing will be subject to a downwash (or negative lift). Therefore, the location of the
rotation axis is very important in motions with body rotations.

Next consider the rotation of a helicopter rotor in hover (Fig. 13.5) at a rate » = . For
this case

Vo =1(0,0,0)

Q=(0,0,v)

Qxr= (—Kﬁy, ¢X,0)

n = (sine, 0, cosa)

The boundary condition for a flat plate rotor, at an angle of attack «, is

0D . 0® . 0® .

Vo -Vy—Qxr)y-n=—+vYy, — —¥x,— | -(sin, 0,cose) =0
ax ay 0z

which results in
0P . P
— =|Yy+ — |Jtana (13.32)

0z dx

Note that to the rotor blade sections the oncoming velocity seems to increase with the

radius |y|, and consequently most of the loads will be generated close to the tips.
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Figure 13.6 Description of the motion of a rotating propeller.

Similarly, the boundary condition for a statically spinning propeller blade can be estab-
lished by rotating the blades at a rate p = ¢ about the x axis as shown in Fig. 13.6 (observe
the definition of « in Fig. 13.6 for this example).

For this case

Vo =(0,0,0)
Q= (¢,0,0)
Q XTr= (07 _(i)Z’ ¢y)

n = (sing, 0, cos @)

and « is defined here in a similar manner to the wing at angle of attack. The boundary
condition for a flat propeller blade is

ad 9® . 9P

(VO -Vy—Qxr)-n=—,— +¢z, — — ¢y | - (sine, 0, cosar) = 0
ox dy 0z

which results in

0P 0P .
— = ——tana + ¢y (13.33)
0z ox
Again, most of the load will be generated at the tips where ¢|y| is the largest. Also, if
the propeller advances at a speed of U, parallel to its x axis, then the boundary condition
becomes

00 00 .
9% - (22 4 U ) tane + oy (13.34)
9z 0x

13.6 Summary of Solution Methodology

Theresults of Sections 13.1-13.4 indicate that the unsteady flow method of solution
is very similar to the steady-state methods presented in the previous chapters. Therefore,
it is possible to use those steady-state methods with only a few small modifications. These
modifications can be limited to three sections of the analytical or the numerical model and
in general are:

1. Update of the “zero normal flow on a solid surface” boundary condition to include
the kinematic velocity components (as in Eq. (13.13a)).

2. Similarly, use of the modified unsteady Bernoulli equation (as in Eq. (13.23)).

3. Construction of a wake model, based on the requirements of Section 13.3.
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The first two modifications are very minor and local (in terms of computing); however,
the third modification is more elaborate and in the following sections a simple vortex wake
model will be used.

Based on these conclusions the rest of this chapter is concerned with presenting examples
for the transformation of some analytical and numerical methods into the time-dependent
mode.

13.7 Sudden Acceleration of a Flat Plate

One of the simplest and yet the most basic examples of unsteady aecrodynamics is
the sudden acceleration motion of an airfoil.'3 This example will be studied first by the
simple lumped-vortex method so that the most basic differences between this case and the
steady flow case will be highlighted.

Consider the thin, uncambered airfoil shown in the upper part of Fig. 13.7 to be at rest
at t < 0. Then at ¢+ = 0 the airfoil is suddenly accelerated to a constant velocity Un,. The
boundary condition for # > 0 and for small «, according to Eq. (13.30), is

0d od
— = —| U+ — |Jtana ~ —Uya, >0
0z 0

2z Bound vortex

Collocation point

Wing t=0
x
Us ()
- Ty,
o | t, = At
U At
. r(n)

-— Ty, Tw,
\&”\( '\.) | 9 | 0=2At

U, I(t3)
ORI TR Y
Us-3At
U., I'(t1)
R B Pug rwj sz Fw,

90810918 -

l< o

l U -4Ar1 '

Figure 13.7 Development of the wake after the plunging motion of a flat plate as modeled by a single
lumped-vortex element.
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Now let us represent the airfoil by a lumped-vortex element. By doing so, a single vortex
solution is selected instead of the more general form of Eq. (13.15) that includes doublets
and sources. Also, by placing the vortex at the quarter chord, the Kutta condition is assumed
to be satisfied for this case.

At this point also a wake model has to be established and here a discrete vortex wake
is selected (Fig. 13.7). Now at a time #; = At, the airfoil already has traveled a distance
U, At and its circulation is I'(#;). Recalling Kelvin’s theorem (Eq. (13.6)), we see that the
airfoil bound circulation has to be canceled with a starting vortex (Fig. 13.7 at t; = Ar).
The concentrated wake vortex has to be placed along the path traveled by the trailing
edge, during this interval, so that the discretization effect will be minimal. At this point
the middle of the interval is selected and the effect of this choice can be demonstrated
later.

The zero normal flow boundary condition is satisfied at the collocation point at the plate’s
three-quarter chord point (as shown by the x in Fig. 13.7) where the downwash induced by
the bound vortex is —I'(#;)/27(c/2) and the downwash induced by the first wake vortex is
approximated by 'y, /{27 [(c/4) + (Usc At /2)]}, assuming o < 1. The boundary condition
0®/dz = —Uqo« for the first time step then becomes

—I'(n) Cw, _
21(c/2)  2x[(c/4) + (UssAt)2)]

—Ust

This equation can be rewritten in the form
wp + ww + Usgx =0

which indicates that the sum of the normal velocity induced by the airfoil wy,, the wake wy,
and the free stream must be zero. An additional equation is obtained by using the Kelvin
condition:

dr r
T ()+Tw, =0

Note that I is considered positive for right-hand rotation, and in Fig. 13.7 for illustration
purposes and with the knowledge of the solution, the wake vortex is drawn in the negative
direction.

The above set of two equations with two unknowns is solved for I'(#;) and I'w,. Now,
after the second time step the airfoil has moved to a new location, as shown in the figure
(for t, = 2At). It was assumed in Section 2.9 that for high Reynolds number flows, vortex
decay is negligible (and zero for irrotational flow) and therefore the strength of I'y, will
not change with time. It is possible to calculate the induced velocity at the wake vortex and
then move it along the local streamline, but for simplicity it is assumed here that its location
remains unchanged (in the inertial frame).

Att = 2At, the two equations describing the no normal flow across the airfoil boundary
condition and the Kelvin condition are

_F(IZ) 1—‘Wz + 1—‘Wl _
7c | 2nl(c/d) + (UnAt/D)] " 270(c/d) + (U3AT/2)]
L)+ Tw,+Tw, =0

—Ux

This set is solved for I'(#;) and I'y,, while I'w, is known from the previous calculation at
t=1n.
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Figure 13.8 Variation of lift and circulation after the initiation of a sudden forward motion of a
two-dimensional flat plate.

At t = 3At, the two equations can be written in a similar manner:

—TI'(%) Cw, + I'w,
TC 27[(c/4) + (U At/2)]  27m[(c/4) + (Ux3At/2)]
I'w,

e/ - (Usar2)] U

')+ Tw, +Tw, + Ty, =0

Again this set is solved for I'(#3) and I'y,, while 'y, and 'y, are known from the previous
calculations.

In this simplified analysis it was assumed that « is very small and the distance to the
collocation points can be approximated by [(c/4) + (Ux At /2)], [(c/4) + (Uxx3At/2)], ...
and that the induced velocity is normal to the surface. Of course, numerically this error can
easily be corrected.

The results of this computation for I'(z) (shown by the circles), along with a more accurate
solution, are presented in Fig. 13.8. The circulation at # = 0 is zero since the airfoil is still
atrest. Att > 0 the circulation increases but is far less than the steady-state value due to the
downwash of the starting vortex. In this two-dimensional case the increase of the circulation
is slow and this transient growth extends to infinity.

To compute the lift, the small disturbance approximation (U > V®) is applied to the
unsteady Bernoulli equation (Eq. (13.23)),

oD
Poo—DP=p (Uoo,O,O)-VberE
and the pressure difference between the airfoil’s upper and lower surface is

AL a/x (x)d (13.35)
2 Ty ) TPy e, | Vi as ‘

Here we used the results of Eq. (3.147) for a planar vortex distribution where the upper
surface induced velocity is V& = (y/2, 0, 0).

Ap =2p (Uoo
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For the lumped-vortex method there is only one airfoil vortex and therefore the lift L’
per unit span is

| _ 9.
L _/O Ap dx —,0|:UOOF(I)+ a0 c:| (13.36)

Results of this simple model (triangular symbols) along with the exact solution of
Wagner!33 are presented in Fig. 13.8. The lift at ¢+ = 0+ is exactly half of the steady-
state lift, but this lift is not due to the airfoil circulation (circulatory force) but due to the
acceleration portion of the lift that results from the change in the upwash (d®/d¢). The
magnitude of this force due to fluid acceleration becomes smaller with the reduced influ-
ence of the starting vortex. At ¢ = 0 when the airfoil was suddenly accelerated from rest
the lift was infinite, owing to this acceleration term as shown in Fig. 13.8.

It is interesting to point out that for a two-dimensional airfoil there is a drag force during
the transient. This drag force will have two components, owing to the two terms of the lift in
Eq. (13.36). The first is due to the wake-induced downwash, which rotates the circulatory
lift term by an induced angle wy /Us. The second is due to the fluid acceleration 0 /0¢,
which acts normal to the flat plate and its contribution to the drag is « times the second lift
term in Eq. (13.36). Consequently, the drag force per unit span is

D = p|:ww(x, () + %F(r)ca} (13.37)

Here the first term is due to the wake-induced downwash wyy (x, t), which in the lumped-
vortex case is evaluated at the three-quarter chord point. The second term is due to the fluid
acceleration and its center of pressure is at the center of the foc w(x, t)dx term, which is
closer to the aft section of the airfoil and varies with time. Calculated drag coefficients with
this method and with a more accurate method'®? are presented in Fig. 13.9.

0.0259

Method of section 13.8
AU,
c

— — — Lumped vortex (

- 0.25)

0.000

Figure 13.9 Variation of drag after the initiation of a sudden forward motion of a two-dimensional
flat plate.
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Figure 13.10 Wake circulation distribution behind a flat plate that was suddenly set into motion.

While examining the wake vorticity as presented in Fig. 13.10, it can be observed that
the first vortices are the strongest and that all vortices have counterclockwise (negative)
values. Consequently, when the wake is allowed to roll up, as a result of the velocity field
induced by the wake and the airfoil, the shape shown in Fig. 13.11 will be obtained.

A simple computer program based on the formulation of this section is presented in
Appendix D, Program No. 15.

13.7.1 The Added Mass

In situations when a body is accelerated in a fluid, it is possible to use Newton’s
second law, in its simplest form, to compute the force F acting on the body. For example,
if the body’s motion is parallel to the z axis then

F dw

= Mot dl

Of course the mass m, consists of the mass of the body m and of the fluid m’ that is being
accelerated as well. Unfortunately, the evaluation of the added mass (") is not always easy
since in most situations the local fluid acceleration may be caused by effects other than the
body’s motion (e.g., in the case of a time-dependent wake-induced downwash). However,
in the case of a constant acceleration of a flat plate normal to itself, in a fluid at rest, the
added mass can be more easily evaluated (see also Section 8.2.3).

Consider the flat plate of Fig. 13.12 accelerating in a fluid, such that the acceleration
w is constant (see also Fig. 8.24). Since the continuity equation is independent of time, at
each frozen moment the potential will be similar to the steady-state flow potential of the

a = 3°
AtUo —0.05
¢ 0.3
0.2
-2.0 -1.5 -1.0 -0.5 0.1
1 1 1 1 z
-— 3 c
U —0.1
X -02
C
-0.3

Figure 13.11 Wake rollup behind a two-dimensional flat plate that was suddenly set into motion.
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Figure 13.12 A flat plate in a sinking motion.

flow normal to the plate. From Section 6.5.3 the potential for such a flow is

dF = +u <9>2— 2 g? 1—<L)2 (13.38)
- 2) 7T, b/2 '

where + is used for the potential above the plate and — is used for the potential below it.
This is an elliptic distribution of the potential, similar to the one obtained in Chapter 8 for
the lifting-line and slender wing theories. Because of the antisymmetry between the upper
and lower surfaces

2
AD(y) = 207 (y) = wh, |1 — (ﬁ) (13.39)

It is interesting to point out that A ® in this equation can be replaced by I', and its derivative
is the spanwise circulation y(y) as shown in Fig. 13.13. Examination of the terms in the
pressure equation (Eq. (13.23)) reveals that for this motion (Vo + 2 x r) - V& = (0, 0, w) -
V& =0 since VO will have a y component only, on the plate’s surface. (This can be
deduced from Fig. 13.13, too, by observing that the “traditional” lift v x (0, 0, w) has no
vertical component.) Therefore, the pressure difference is due to the velocity potential’s

d—r=¥(y)
b

—_—
b Y
2

|
(ST

Figure 13.13 Spanwise circulation on a flat plate in a sinking motion.
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time derivative d®/dz, only, in the unsteady Bernoulli equation, and is

3 y \ dw(t)
Ap=p—Ad=pb|1—|-——= 13.40
P=ry p (b/2> ot (13.40)
The integral is easily evaluated by recalling that the area of the ellipse is wb/4 and the lift
L' of a massless plate becomes

b2 T Low() «
L = Apdy = = pb>—= = —pb?u 13.41
/b/z pdy =7 pb"— g ( )

Note that because of the left/right symmetry, the center of pressure is at y = 0. Also, the lift
is created only if the plate is under acceleration and the amount of fluid being accelerated
(added mass) is equal to the mass of a fluid cylinder with a diameter of b (m’' = pb*n /4),
and in summary we can write

L' =m'w (13.41a)

13.8 Unsteady Motion of a Two-Dimensional Thin Airfoil

As is indicated in Section 13.6, steady-state flow methods can be extended to treat
the time-dependent problem with only a few modifications. Following this methodology,
in this section we treat the time-dependent equivalent of the small-disturbance, thin, lifting
airfoil in steady flow (Sections 5.2-5.4). One of the more difficult aspects of this unsteady
problem is the modeling of the vortex wake’s shape and strength, which depend on the time
history of the motion. By selecting a discretized vortex wake model at the early stages of
this discussion we limit ourselves mostly to numerical solutions. Nonetheless, this approach
allows for a simple formulation (which is clear and easy to explain to students) that avoids
an elaborate mathematical treatment of the wake influence integral.

The two-dimensional, thin lifting surface with a chord length of ¢ is shown schematically
in Fig. 13.14. Att = 0 the airfoil is at rest in the inertial system X, Z, and at # > 0 it moves
along a time-dependent curved path, S. (Note that the fluid in Fig. 13.14 is basically at

(33
> Lo
//_\\ I e
n(x, t) .
N 0(1), 8(2)
X SN
AN z
\ ¥ ® .
Flight path ——\ ")O v I: o}
s\ ¥ //// -5 X
d Ao
\\3 L) 7 3‘3 Inertial
®) 7D frame
T=3533

Figure 13.14 Nomenclature for the unsteady motion of a two-dimensional thin airfoil. (Note that the
motion is observed from the X, Z coordinate system and the airfoil moves toward the left side of the

page.)
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rest and the airfoil moves toward the left of the page.) For convenience, the coordinates
x, z are selected such that the origin is placed on the path S, and the x coordinate axis
is always tangent to the path. The airfoil shape (camberline) is given in this coordinate
system by n(x, t), which is considered to be small (/c <« 1). Since small-disturbance
motion is assumed, the path radius of curvature o is also much larger than the chord ¢
(orc/o =0c/U(t) < 1).

13.8.1 Kinematics

In Section 13.1 (Eq. (13.12)) it was shown that the continuity equation in the
moving frame of reference x, z remains as

V2P =0 (13.42)

where @ is the equivalent of the steady-state perturbation potential.
The time-dependent version of the boundary condition requiring no normal flow across
the surface is given by Eq. (13.13a):

(VO —Vy— Ve — 2 x1)-n=0 (13.43)

In this section the instantaneous shape of the airfoil is given by n(x, ) and therefore the
vector n normal to the surface is

n— (—=0n/0x,0,1)
— Jn/axR + 1

To establish the kinematic relations for the airfoil’s motion (according to Eq. (13.8)) the
instantaneous velocity and orientation of the x, z system can be described by a flight velocity
U(t) and a rotation @ about the y coordinate. Note that the x coordinate was selected such
that the instantaneous velocity of the origin ()o (of Eq. (13.9a)), resolved into the directions
of the x, z coordinate system, is

(13.44)

Vo =[-U(t), 0, 0] (13.45)
The instantaneous rotation is then
Q =0, é(t), 0] (13.46)

Also, by allowing a relative motion of the chordline within the coordinate system x, z we
get the relative velocity from Eq. (13.9¢) of

a
Vrel = (01 09 8_7:> (13.47)

At this point, it is convenient to divide the velocity potential @ into an airfoil potential
@ and to a wake potential ®y (for example, if a time-stepping numerical approach is used,
then the strengths of the wake singularities are assumed to be known and only the airfoil’s
singularity distribution @z must be obtained):

Evaluating the product

Q xr=(0z,0, —6x)



13.8  Unsteady Motion of a Two-Dimensional Thin Airfoil 389

and substituting Eqgs. (13.45)—(13.47) into the boundary condition (Eq. (13.43)) we obtain

00; 9D . 0dy  Aby . 9 9
<—B+ W+U—9z,0,—B+—W+9x——”).<——’70,1):0

ax dx 9z 9z ot ax’
(13.49)
This can be rearranged in terms of the boundary condition for the unknown potential ®:
0dp by 0Dy - \dn by . on
= U—-0z|—————90 — = W(x,t
e <8x o T Z>8x oz Xt =D
(13.50)

The main advantage of this formulation lies in the previous assumption that if the wake
potential is known (and it is usually known from the previous time steps, when a time-
stepping solution is applied) then the solution can be reduced to solving an equivalent
steady-state flow problem, at each time step. For example, if this model is compared to the
thin, lifting airfoil of Section 5.2 then the boundary condition of Eq. (13.50) is equivalent
to the steady-state boundary condition of Eq. (5.29). Therefore, by exchanging the local
downwash W (x, t) with the right-hand side of Eq. (5.29), the methods of solution developed
in Chapter 5 can be applied at each moment. Also, note that the boundary condition (Eq.
(13.50)) is not reduced to its small-disturbance approximation yet and can be specified
(numerically) on the airfoil’s surface and not on the z = 0 plane.

13.8.2 Wake Model

As was discussed in Sections 4.7 and 13.3, the wake shed from the trailing edges of
lifting surfaces can be modeled by doublet or vortex distributions. In the two-dimensional
case the unsteady airfoil’s wake will be shed only if the airfoil’s circulation varies with
time (Kelvin’s condition). Therefore, if the airfoil circulation is varying continuously, then
a continuous vortex sheet will be shed at the trailing edge, as shown in Fig. 13.15a. For
simplicity, a discrete-vortex model of this continuous vortex sheet is approximated here,
as shown in Fig. 13.15b. The strength of each vortex I'y, is equal to the vorticity shed
during the corresponding time step At such that I'y, = flt_ A, Yw()U (t)dt. Consequently,

Yw (1)

ro

=

(@)

~
=z

er:
)
1
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Tw= | rw) Uwyar

t—At v

(b) dx

~
=

U(r)At

Figure 13.15 Discretization of the wake’s continuous vortex distribution by the use of discrete vor-
tices.
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Figure 13.16 Method of placing the latest discrete-vortex wake on the path covered by the trailing
edge during the current time step. (Note that in this figure, too, the fluid is at rest and the airfoil moves
toward the left side of the page.)

for each vortex element, its strength and location must be specified. In regard to specifying
wake vortex location, consider the first wake element after the beginning of the motion, as
shown in Fig. 13.16. The wake was probably shed at the airfoil’s trailing edge, which moved
during the latest time step along the dashed line. (Note, again, that in this figure the fluid is
stationary and the airfoil moves to the left.) So at first estimate it will be placed on this line.
The distance and relative angle to the trailing edge are important numerical parameters,
and usually the wake vortex location should be aligned with the trailing edge and be placed
closer to the latest position of the trailing edge. (This is so, since the discrete vortex when
placed at the middle of this interval is an approximation that underestimates the induced
velocity when compared with the continuous wake vortex sheet result. This is mainly due
to the small distance (zero distance) of the continuous wake from the trailing edge during
the time interval, compared to the relatively larger distance of an equivalent discrete vortex
with similar vorticity placed amid the interval of the latest time step. A typical numerical
approach to correct for this wake-discretization error is to place the latest vortex closer to
the trailing edge (e.g., within the range of 0.2-0.3 U(¢)At, as shown in Fig. 13.16).)

The strength of the latest vortex element is calculated by using Kelvin’s condition (Eq.
(13.6)), which states that

dr _ dr()  dTy
dr —  dt dt

where I'(¢) is the airfoil’s circulation and I'y is the wake’s circulation, respectively. For the
first time step

—~0 (13.51)

re)+ le =0
and for the ith time step
Py, = —[I'(%) — T(#i-1)] (13.52a)

or by assuming that the Kelvin condition was met at the previous time step then

i—1
Ty, =— [r(r,-) +y FWJ (13.52b)

k=1
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It must be noted, too, that the Helmholtz theorems of Section 2.9 imply that there is no vor-
tex decay. That is, if a wake vortex element is shed from the trailing edge its strength will be
conserved (which is a good practical approximation for most high Reynolds number flows).

Since the vortex wake is force free, each vortex must move with the local stream velocity
(Eq. (13.21a)). The local velocity is a result of the velocity components induced by the
wake and airfoil (wing) and is usually measured in the inertial frame of reference X, Z. To
achieve the vortex wake rollup, at each time step the combined airfoil and wake-induced
velocity (u, w); is calculated and then the vortex elements are moved by

(Ax, Az); = (u, w); At (13.53)

In this simple scheme the velocity components and vortex positions of the current time step
are used. But more refined techniques can be applied here to improve the wake shape near
the trailing edge (by using information from the current and previous time steps).

13.8.3  Solution by the Time-Stepping Method

The above presentation of the thin airfoil fluid dynamics is formulated as an initial
value problem. Typical initial conditions can be a steady-state motion or a start from rest.
In the latter case there is no wake at # = 0 and the first wake element is formed at r = At.
Consider the airfoil after the first time step At, as shown in Fig. 13.17a. The problem at
this moment is to obtain the flowfield details and to calculate the pressure difference across
the airfoil, in the presence of one wake vortex — which represents the vorticity shed at the
trailing edge since the initiation of the motion. To apply the results of the small-disturbance
solutions of Sections 5.2 and 5.3, the airfoil’s camber and angle of attack are assumed to
be small /¢ < 1, and the path curvature must be large (fc/U <« 1), so that the boundary
conditions can be transferred to the z = 0 plane. If the lifting thin airfoil is modeled by
a chordwise vortex distribution y(x, t), then at the first time step this problem resembles
exactly the model shown in Fig. 5.7, but with an additional wake vortex I"y, (Fig. 13.17a).
The downwash induced by the airfoil bound circulation y (x, ¢) is given by Eq. (5.38) (note

t = At

y(x, t) PW.
'9 <— Locationof T.E. att =0

t = 6At

I — ; ) 9

I +yx, 1) : wi PW. | r 9

| | Wiz

Rascacl Tw,,

L1

— — J ~ J
Unknown part Location and strength is

knownatt = (i — 1)At

Figure 13.17 Representation of the lifting thin wing by a continuous vortex distribution and the wake
by discrete vortex elements.
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that the boundary conditions are transferred to the z = 0 plane):

9D 1 [ d
28 (k1) = —/ Y (xp, 1) —20 (13.54a)
0z 21 Jo X — X

At any later time the downwash of the Ny discrete vortices of the wake (see Fig. 13.17b)
on the airfoil can be summed up numerically by using, for example, Eq. (11.1):

Dy % T X —x

T G Dm0= ) S e Ty (13.54b)

9z =

where k is the counter of the wake vortices. The downwash of the bound vortex distribution
of Eq. (13.54a) must be equal to the right-hand side of the boundary condition in Eq.
(13.50):

d B 8<I>W 8)7 3CDW 877
Wo, =22 L W Ly o)X oW g D
(. 0) (a o T )a a2 3
an  JIdy . an
v W g OO 13.55
0z T (13.55)

where the smaller terms were neglected. Substitution of this approximate value of W(x, t)
and 0® g /0z from Eq. (13.54a) into the boundary condition (Eq. (13.50)) results in

on(x,t) JIdw . an(x,t)
— ,1)— 0(t _,
ax 9z (. 1) (O + ot
0<x<c (13.56)

-1 [¢ dx
o / Y (x0, 1) ——— = U(t)
T Jo X — Xo

which is the time-dependent equivalent of the steady-state boundary condition (Eq. (5.39))
and must hold for each point x on the airfoil’s chord. In addition, the Kutta condition is
assumed to be valid for this flow (recall that fc/U < 1):

y(c,1) =0 (13.57)

If the right-hand side of Eq. (13.56) is known then the solution for the vortex distribution is
given in Section 5.3. In fact, all terms appearing in the right-hand side are known (will have
numeric value) at any time ¢, excluding the latest wake vortex influence, which depends on
the solution y (x, t). This difficulty can be overcome by assuming that the strength of the
latest wake vortex is also known, and adjusting for this assumption later.

The classical approach of Glauert, presented in Section 5.3, approximates y(x, t) by a
chordwise trigonometric expansion at any time ¢. This requires the transformation of the
equations into trigonometric variables as appear in Eq. (5.45):

x= %(1 — cos ) (13.58)
Based on this transformation a solution similar to the vortex distribution of Eq. (5.48) is
proposed for the time-dependent problem (at each frozen moment, ¢):

+cost? & ]

y(@,1) = 2U(t)[A0(t)1 — 3" Au(0)sin(n) (13.59)
n=1

Substitution of this proposed solution into the boundary condition (see details in Section
5.3, Egs. (5.49) to (5.53)) results in

W(f(‘t’)t ) — Ao+ i:; An(1) cos(nd) (13.60)
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which is a trigonometric expansion of the momentary chordwise downwash. The coefficients
A, were found in Section 5.3 (Egs. (5.51) and (5.52)) and are

1 (7 W(x,t
Ao(f) = —— &0 s n=0 (13.61)
7 Jo U@
2 [T W(x,t
== XD osndds, n=123,... (13.62)
TJo U@

So at this point, if the momentary chordwise downwash W(x, ¢) is known, then the
momentary circulation distribution on the airfoil is known, too, from Egs. (13.59), (13.61),
and (13.62). However, as mentioned before, the strength of the latest vortex I'y, (Fig. 13.17b)
in the downwash term is unknown, but it can be calculated by using Kelvin’s condition (Eq.
(13.51)). A simple iterative scheme to calculate the strength of this vortex is as follows: At
a given time step assume that the strength of the latest vortex I'y, is known (0 or I'(z)/2
are reasonable initial assumptions). Then the total circulation (which must be zero for the
converged solution) can be expressed as

i1
fC)y=T@)+Tw + Z Iy, {= 0 for the converged solution} (13.63)
k=1

where the first term is the airfoil’s circulation, the second term is the latest wake vortex,
and the last term is the circulation of all the other wake vortices (which are known from the
previous time steps). The circulation of the airfoil is obtained by using Eq. (5.58):

F(f)=f )/(x,t)dx:/ y(z‘/‘,t)%sinﬂdﬂ
0 0

_ zU(t)fT [Ao(t)l +cosy iA,,(t) sin(m?)i| %sinz?dz?
0 n=1

sin ¢

(13.64)

— U(en [Ao(r) + A‘(’)}

2

The iterations for determining the strength of the latest vortex element (using a simple
Newton—Raphson iteration) will have the form

STw,),j
F'(Tw,);

where j is the iteration counter and the derivative f'(I") is approximated by

LF@); — f(T);-1]
(Cw,)j — Tw,)j-1

The solution of the momentary airfoil’s vortex distribution I'(f) can be summarized
such that, first, at a given time step ¢; the downwash W(x, ¢) is calculated by Eq. (13.55).
By assuming an initial vortex strength 'y, for the most recently shed trailing-edge vortex
we can calculate the wake influence via Eq. (13.54b). So now the chordwise downwash
W (x, t) can be calculated at any point along the chord and, for example, can be evaluated
at say fifty nodal points on the chordline. This allows the numerical computation of the
coefficients A, (¢) and f(I") (in Egs. (13.61)—(13.63)). Then using Eq. (13.65) the next
value of the latest wake vortex is obtained, and this short iterative process (beginning with
the downwash calculation and ending with the value of the chordwise vortex distribution)

Tw)j+1=Tw); — (13.65)

Fir); =
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is repeated. This simple iteration scheme will usually converge within 3—5 iterations and
this will conclude the solution of the vortex distribution for this time step.

13.8.4  Fluid Dynamic Loads

The fluid dynamic pressures and loads generated by the airfoil can be calculated
by using the unsteady Bernoulli equation:

- I[/0d\> [ad\*° [9d\°
Poo — P —(Z) £+(Z2) + (&
P 2\ ox ay 0z
D
—(Vo+ Q x r).vc1>+E (13.23)

By recalling Eqgs. (13.45) and (13.46), we obtain for the terms inside the second parentheses

—(Vo+Q x1)=[U(t) - 6(t)n, 0, 0(t)x]

If the reduced frequency (fc/U) is small and the point of interest is on the airfoil surface
then the pressure equation becomes
od 00

o .
~U@lt)— +0(t)x— + — 13.66
()ax+()xaz+at ( )

Poo — P

In cases when d®/9dz has the same value both above and below the chordline (e.g., for thin

airfoils) then the second term is the same above and below the thin surface and this term

does not contribute to the pressure difference. For these cases the pressure equation can be

approximated as

P =P 22 4 92 (13.664)

P ax at

where the first term is similar to the steady-state term, but for the time-dependent case also

the change in the potential contributes to the pressures (due to the acceleration of the fluid).
The pressure difference across the airfoil Ap (positive Ap is in the +z direction) is then

two times the pressure increment at any one side of the thin surface:

P 0 0 0
Ap=pr—pu =2p|Ut)—+——| =p|U@O)—ADP+ —-AD (13.67)
dx ot |, ox ot

where Ad(x, t) = (x, 0+,1) — O(x,0—,7) = fox y(x0, t)dxo = T'(x, t) and therefore the
pressure difference in terms of the airfoil chordwise circulation y becomes

a X
Ap = p|:U(t)y(x, 1)+ 3 / y(x0, 1) dx0:| (13.67a)
0
The normal force on the thin airfoil is then

c c a
L' =F =/ Apdx = / ,o|:U(t)y(x, 1)+ pEF(x, t)]dx
0 0

—pUOT(t) + p /0 %F(x, t)dx (13.68)

where the first term is due to the instantaneous circulation (and similar to the steady-state
circulatory term) and the second term includes the contribution of the time dependency.



13.8  Unsteady Motion of a Two-Dimensional Thin Airfoil 395

To evaluate the time derivative of the velocity potential in terms of the coefficients A,
(appearing in Eq. (13.59)) recall that ® = [ q - dl (or A® = [y dl). Then

A f (0. 1) dxg = /ﬂ (90, 1)< sin 9o d
— X, 1) =— X0, ) dxg = — )=
3 ot Jo Y (X0 0= 37 A Y (Vo 2 0avo

1 ¥ >
—120() f Ao(t) %P0 3 Au(t) sin(ndo) | 5 sind dy
0 n=1 2
where x = 5(1 — cos ©#). With the use of the integrals (see Ref. 5.7, p. 139)
v 1
/ sin® 9o dhy = — — — sin 2%
0 2 4

sin(n — 1) sin(n + 1)
2n—1)  2m+1)

9
f sin nty sin ¥y dvy =
0
and after some algebra we get

d 1,
EA@(I?, t)=2 {Bo(ﬁ +sinv) + B (— 2 s1n219>

2
> sin(n — 1) sin(n + 1)¥
+ ;B,,[ %=1~ 26tD ” (13.69)
where
B, = 2 A0UM]. n=0.1.2.3. ... (13.70)

20t

For a given airfoil geometry, the mean camberline 5(x, ) is a known value and the coef-
ficients Ag(¢), A1(t), Ax(t), . .. can be computed by Egs. (13.61) and (13.62) (assuming that
the wake influence is known). The pressure difference of Eq. (13.67) can be evaluated since
all terms in this equation depend on the coefficients A, (). The force in the z direction is then

L'=F = /CApdx=2p/n {U (1) |:Ao(t) +cosv +iA (t)sm(nz?):|
0 0

=1

91
+ Bo(¥ +sin ) + By (5 — 2 sinZﬂ)

00 sin(n — 1)  sin(n+ 13 || ¢ .
+ ;B"[ 2m—1)  2m+1) ]} Esmﬁ‘dﬁ

These integrals are similar to those treated in Section 5.3 and after their evaluation we get

3
L/(t)=pc{7nBo+%Bl +%Bz+nU2A0+%U2A1} (13.71)

In terms of the A, ’s (using Eq. (13.70)), we get

L'(1)= npc{ [U2Ao L x0 (UAO)}

+ |:U27 + ——(UA1) + - (UAZ)]} (13.71a)



396 13/ Unsteady Incompressible Potential Flow

and it is clear that the velocity and the coefficients are a function of time (i.e., U = U(¢),
A, = A,@1)).
The pitching moment about the airfoil’s leading edge is

Mo(t)z—/c Apxdx = —/C,OI:U(t)%A(D + %Ad)]xdx
0 0
:—2,0/ {U (t)[A (t)l +C°Sﬁ +§:A (t)51n(nl9):|

¢ 1
+ Bo(® +sinv) + Bl<5 2 sinZﬁ)

> in(n — 1)y sin(n + 1)
N ZBn[sm

2(n —1) 2+ 1) :|} =(1 —cos 19)— sin 9 d¢

and after an evaluation of these integrals we get

o= L L ¢ Uz(A +An) ZBy— 2B +=B
= — —_— s —_ _—— _—— —_
0 2 4 0 p) TP T T

With the use of Eq. (13.71) for L’, the moment about x = 0 becomes

,m[U? AN 7. 3 1 1
Mo(t)Z—,OC— —_— A0+A1—7 +—Bo+—Bl+—Bz——B3

21 2 4 4 4 16
(13.72)
and in terms of the A,,’s
U? Tc 9 U? 3c 9
Mo(f)——,OC | A0+ ——(UA0)+ Al + ——(UAl)
212 8 ot
v, +3 < (UA )= 9 way (13.724)
42 EARETF PG e

Example 1: Small-Amplitude Oscillations of a Thin Airfoil

One of the simplest and yet important examples is the small-amplitude unsteady
motion of a flat plate airfoil, which was analyzed by Theodorsen'*# and by von
Karman and Sears.!3 For this case let us assume that the (x, z) frame of reference
in Fig. 13.14 moves to the left of the page at a constant speed U (1) = U = const. in
an otherwise stationary fluid. Also, the (x, z) frame does not rotate for this example
(6 = 6 = 0) and the small-amplitude unsteady motion will be introduced through
the vy term (or the 9n/9t term in Eq. (13.55)) in the boundary conditions.

The time-dependent chordline position can be represented by a vertical dis-
placement A(t) (positive in the z direction) and by an instantaneous angle of attack
a(t) (Fig. 13.18). The chordline shape is then

n=h—oalx —a)

where a is the pitching axis location. For simplicity, first, we shall assume that
the pitching axis is at the origin (¢ = 0), and 4 is the vertical displacement of the
leading edge. The position 1 then becomes

n=h—ax
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Pitch axis

(e
Q
—>
o
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Figure 13.18 Nomenclature for the oscillatory pitching and heaving motion of a flat plate.

Further assume that the vertical displacement is small (e.g., 7 < ¢). The derivatives
of n are

— =h—ax

ot

an

ax
where the dot denotes a time derivative. Substituting this into the downwash W (x, 1)
term of Eq. (13.55) we get

—

. 0P
Wkx,t)=—-Uax+h —dax — v
0z
Since the wake effect is a function of the motion history let us concentrate first on
the loads due to the motion only. This portion of the downwash, W*(x, t), is then
W x, 1) = —Ua + h — ax = —Ua + i — %a+ %dcosz?
and here x was replaced by the trigonometric variable ¢, using Eq. (13.58). Sub-
stitution of this term of the downwash into Egs. (13.61) and (13.62) provides the
values of the A,, coefficients:

1 . c.
AO:—<Ua—h+—a)

U 2
ac
Al =—
2U
Ay=A3=---=Ay=0
The circulation due to the downwash W* can be obtained by recalling the results
of Eq. (5.58):

* ¢ Al
@) = y(x,t)dx =ncU| Ayg + >
0
and after substitution of the A, coefficients the circulation becomes
.3

r*@) = nc(U(x —h+ ch)
The lift per unit span is then obtained from Eq. (13.71a):
3040 1 8A1>

L* = pUT 2yl = —
pUL +mpe (481‘ 4 o
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and in terms of the displacement / and the angle of attack, «, we get
X ;3 o3, aCl
L*=mpUc Uot—h+Zcoz + mpc Z(Uoc—h)+ 7%

In the derivation of this expression the Kutta condition was satisfied, but the down-
wash of the unsteady wake was not included. Theodorsen'3# and von Karman and
Sears'3- showed that for a small-amplitude oscillatory motion the final result will
include similar terms and the effect of the wake is to reduce the lift due to the first
term in L* by a factor of C(k), which is called the [lift deficiency factor. Now, if
we consider harmonic heave and pitch oscillations such that

h = hy sin wt
o = ag sinwt

then the lift per unit span becomes

. 3 2 .
L= n,oUcC(k)|:Ua i+ an} + nch [Ud . %a} (13.73a)

This equation includes the effects of the periodic wake and some of the constants
in the second (added mass) term are different from those in L*. Moreover, the
added mass part of this solution does not satisfy the Kutta condition and therefore
this term differs in its definition from the second term in L*. In the case when the
pitch axis is moved to a location a (and also % is measured at this point), as shown
in Fig. 13.18, then the lift per unit span will have a form similar to the results of
Ref. 13.4:
2

, . 3 a\ . c - 1 a)\.
L' =npUcCk)|Uax—h+|-——Jca|+mp—|(Ua—h)+c| = —— )&
4 ¢ 4 2 ¢
(13.73b)
This can be rewritten as
L'=L\+1L,

where L/ is similar to the circulatory lift term in a steady motion and L) is the lift
due to the acceleration (added mass).
Figure 13.19 shows a plot of the lift deficiency factor C(k) versus the reduced
frequency k, which is defined similarly to the nondimensional number of Eq. (1.52):
wc

k=—
2U

As Fig. 13.19 indicates, the wake has a delaying effect on the circulatory part of
the lift such that

Li(t) = L} sin(wt — @)

and @ represents the time shift effect of the wake (note that & changes with the
reduced frequency as shown in Fig. 13.19).
After a similar treatment of the moment about the leading edge we get

c. 3Uc. 9 ,. : 3¢,
{_§h+7a+§c Ol+UC(k)|:—]’l+UO(+?Ol:|}

Tpc?

My =~

(13.74q)
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Figure 13.19 Graphic description of Theodorsen’s'3* lift deficiency and phase lag functions (fol-
lowing p. 482 in W. Johnson, Helicopter Theory, Princeton University Press, 1980).

Again, when the pitch axis is moved to a point a (Fig. 13.18) then the pitching
moment about this point is

M Tpc? a 1 U 3 a __}_c2 9 +4a2 da\ .
=— cl——= cl-—-)Joa+—|=-+———)a
4 c 2 4 ¢ 4\8 2 c

4a . 3 a)\.
—(——1)UC(k)|:—h+Uoz+c(— — —)a“ (13.74b)
c 4 ¢

The most important portion of Theodorsen’s analysis is that the basic nature of
the unsteady effect can be briefly summarized by the C(k) diagrams in Fig. 13.19.
As the reduced frequency & increases the magnitude of the pUT term in the lift
is reduced. Additionally, the lift lag initially increases with the reduced frequency,
but for k > 0.4 a gradual decrease in the phase shift is shown.

The above model for the small-amplitude oscillation of a thin airfoil is useful in estimating
the unsteady loads in cases such as wing flutter or propulsion. The propulsion effect due
to the heaving oscillations of a flat plate is shown schematically in Fig. 13.20. Recall that
the leading-edge suction causes the circulatory part of the lift (oUT") to become normal
to the instantaneous motion path, which clearly results in a propulsive (forward pointing)
component. If the heaving motion is relatively slow then the second term in Eq. (13.73) is
relatively small, too, and high propulsive efficiencies'3 can be obtained.

Direction of F Instantaneous path
average forward of quarter-chord
motion _
- -~
4 ~
- ~

7~ ~N
~ -~ - \ ~ N~ e — -
Amplitude of

heaving oscillation

Figure 13.20 Schematic description of the propulsion effect due to heaving oscillations of a flat plate.
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Figure 13.21 Nomenclature for the unsteady motion of a slender thin wing along the path S. (Note
that the motion is observed from the X, Y, Z coordinate system where the fluid is at rest and the wing
moves toward the upper left side of the page.)

13.9 Unsteady Motion of a Slender Wing

As the simplest example for the conversion of a three-dimensional wing theory to
the time-dependent mode, consider the planar motion of a slender wing in the x, z plane.!3-¢
(This is a three degrees of freedom motion with X, Z, and 6 as shown in Fig. 13.21.) Since
for a slender wing the longitudinal dimension is much larger than the other two dimensions
(x >y, z) we can assume that the derivatives are inversely affected such that:

0 a 9
o < 8y 92 (13.75)
As in the case of the steady-state flow over slender wings and bodies, substitution of this
condition into the continuity equation (Eq. (13.12)) allows us to neglect the first term,
compared to the other derivatives:

2e 07D D
Ve~ 5y + 3z = 0 (13.76)
This suggests that the cross-flow effect is dominant, and for any x = const. station, a local
two-dimensional solution is sufficient. An interesting aspect of this simplification is that the
wake influence is negligible, too, as long as the longitudinal time variations (e.g., wing’s
forward acceleration) are small.

The slender, thin lifting surface with a chord length of ¢ is shown schematically in Fig.
13.21. At t = 0 the wing is at rest in the inertial system (X, Y, Z), and at ¢ > 0 it moves
along a time-dependent curved path, S (for this particular case S is assumed to be two
dimensional). For convenience, the coordinates x, z are selected such that the origin O is
placed on the path S, and the x coordinate axis is always tangent to the path. The wing
shape (camberline) is given in this coordinate system by 7(x, 7), which is considered to be
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small (n/c < 1, since small-disturbance motion is assumed). Also, the normal component
of the kinematic velocity is small (i.e., fc/U(t) < 1).

The time-dependent version of the boundary condition requiring no normal flow across
the surface (at any x = const. station) for this case is given by Eq. (13.50):

od
— = W(x,1) (13.77)
0z

where @ is the wing’s perturbation potential and the subscript B is not used in the case of

the slender wing (since the wake effect was neglected).

13.9.1 Kinematics

In the body coordinate system shown in Fig. 13.21, the chordwise downwash
W (x, t) (assuming small-disturbance flow) is given by Eq. (13.55):
an Dy . an

Wx,t)=U—— ———90 — 13.55
(. 1) 0x 0z x+8t ( )

where the smaller terms were neglected. As a result of the slenderness assumption, the wake
influence can also be neglected and the chordwise downwash becomes
an

an .
Wkx,t)=U— —20 — 13.78
(x, 1) oy Pt ( )

Let us now follow Section 8.2.2 and model the cross-flow (shown in Fig. 8.18) at any x
station by a vortex distribution y(y, t). The perturbation velocity potential is given then by
Eq. (8.69):

b(x)/2 .
P(x,y,2,t) = — / y(yo, t)tan™! dyy (13.79)
27 J by2 (y — o)
The velocity components in the x = const. plane, due to this velocity potential, are
ad 1
o(x y, 0, 1) = 02 = Y1) (13.80)
ay 2
ap 1 [ d
wx, y,0£,1) = —— = — ¥ (o, 1) —22 (13.81)
0z 27 J 2 (y = y0)

It is evident in these formulas that because of the slender wing assumption, only the local
spanwise vortex distribution will affect the near field downwash. By substituting this vor-
tex distribution—induced downwash w(x, y, 0%, ¢) into the wing boundary condition (Eq.
(13.77)) we get for each x = const. section on the wing

1 bx)/2 dyy, . dn . on

— ¥ (%o v ey (13.82)
27 J b2 (y = ) dx ot

and it is clear that y, U, n, and 6 are functions of time. A comparison of this form of the
boundary condition with the formulation for high aspect ratio wings (Eq. (8.11)) clearly
indicates that as a result of the slender wing assumption the effect of the vortex lines parallel
to the y axis (including the time-dependent portion of the wake) were neglected.

13.9.2  Solution of the Flow over the Unsteady Slender Wing

Solution of the vortex distribution for any given time ¢, at each x = const. station,
is reduced now to solving Eq. (13.82) for y(y) = y(y, t). Because of the similarity between
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this case and the steady-state slender wing case we know that the spanwise circulation (load)
distribution is elliptic, as in Eq. (8.74):

y 241/2
L'(y)= Fmax[l - <b(x)/2> } (13.83)

and again I'(y) = I'(y, 7). The spanwise vorticity distribution (shown in Fig. 8.18) is ob-
tained by differentiating with respect to y (as in Eq. (8.41) or (8.75)):

dl'(y)  4lmax y

y(y) =— = (13.84)
dy  bx)* /1 = (y/b(x)/2)*]
Substitution of this into the integral equation, Eq. (13.82), results in
| (b2 4 d am .9
—f & Y0 Y _ e+ I (13.85)
270 Jopwya Y 11 = (y0/b(x)/2))] (¥ = ¥o) dx ot

But the left-hand side integral has already been evaluated in Chapter 8 (see Eq. (8.77)),
resulting in (4T may/b(x)?)(—mb(x)/2). Substitution of this result into Eq. (13.85) yields

1 4T [ —7h d . a0
L 8l | b |y 0m gy B0
27 b(x)? 2

ox at
and after rearranging the terms we get

Poax _ 01 g W(x, 1) (13.86)
=-U—+6x— — =-W(, .
b(x) ox ot

which shows that the spanwise induced downwash due to an elliptic lift distribution is
constant and independent of y. The value of '« (at each x station and time ¢) is easily
evaluated now and is

Tinax = —b(x)W(x, 1) (13.87)

Recalling that the velocity potential can be defined by a path of integration along the local
y axis (for an x = const. section), we have

’
q:(x,y,Oi,t):/’ FrO) 4y = 21O
where the integration starts at the left leading edge of the x = const. station and the inte-
gration path is above (04) or below (0—) the wing.
By substituting y(y) and I'y.x into Egs. (13.79)—(13.81), we can obtain the cross-flow
potential and its derivatives:

b 2 b 2
@(x,y,Oi,t)=:FW(x,t)% 1—[b(xy)/2} — W) [%] e

(13.88)

D 9 b(x)7?
ey, 0,0 = Ty, 0,0 = o A W) [%] vl (1389

This differentiation can be executed only if the wing planform shape b(x) and chordwise
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downwash W(x, t) are known. The other derivatives of the velocity potential are

r(y) W(x, 1)y

9o
v(x, y, 04, 1) = —(x, 5.0+, 1) = F = 13.90
dy ( 2 VIb(x)/2P = y? ( )
and based on Eq. (13.77), the downwash on the wing is
P
w(x,y, 0+,1) = a_(x’ y,0£, 1) = W(x,1) (13.91)
z

Once the velocity field is obtained the pressure distribution on the wing can be calculated
by using the Bernoulli equation. If the reduced frequencies and the accelerations in the z
direction are small, then the pressure is given by Eq. (13.66a):
Poo — ad 0P

~UWM -+ 5 (13.66a)

where the first term is similar to the steady-state (circulatory) term, and the second term is a
result of the change of the flow with time. The pressure difference across the thin wing is then

ad 90
Ap=p(x,y,0—,t) — p(x,y, 0+, t)—2p|:Ua—+§j|

9 9
=pU AP+ po AD (13.92)

since A® = 2d(x, y, 0+, t). Substitution of the results for the velocity potential and its
derivatives yields

3 d b(x) y T

Ar==20Ua Ve _[b(x)/z}
202w t—b() v T 13.93
~2p5- { W) [b(x)/z} (13.93)

The longitudinal wing loading is obtained by integrating the spanwise pressure difference
and by recalling the result of Eq. (8.88) that

b(x)/2 y )21| 172 b(x)
1- dy = 13.94
/—b(x)/z [ <19(X)/2 y 4 (13.94)

With this in mind,

dL b(x)/2 ; ) b(x)/2 y 2 1/2d
— = A =—pU({lt)— W
dx /;b(x)/Z pay==r (t) (x.4) (x)/boc)/z[ <b(x)/2> ] Y

9 b(x)/2 y 291/2
—p—= Y W(x, )b d
& { .ot [ bm/z[ Goa) | @ }

_mp U(t) 0
4 ox
This is the unsteady version of the slender wing lift (see Section 8.2.3). A similar formulation

was derived by Lighthill'*-7 when studying the swimming of slender fish in small-amplitude
motion.

a
—[W(x, D)b(x)’] — Z—pg[W(X» 1b(x)’] (13.95)
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In regard to the momentary drag force, recall that the x axis of the coordinate system used
for this problem remains parallel to the flight path (Fig. 13.21) and the normal component of
the force was designated as lift. Similarly, it is possible to define the axial component of the
force as drag. Since at each moment for a given set of boundary conditions the potential flow
problem is independent of time (excluding the wake influence — which is neglected in this
example) the drag component due to the circulatory part of the force can be approximated
by the steady-state results of Eq. (8.95). Consequently, owing to the leading-edge suction,
the drag due to the circulatory lift (the first term of Eq. (13.95)) is half of the projected
pressure difference component:

1mpU 0 2

S 5 W b))
while the drag due to the fluid acceleration (second term in Eq. (13.95)) is not reduced by
the leading-edge suction. Thus the instantaneous drag force becomes

dD 2 an mpdn[U d 9 5
ay ~ — o=+ (W, )b 13.96
dx o 9x 4 9x| 2 ox T 9t [W(x, 1)b(x)7] ( )

Example 1: Heaving Oscillations of a Slender Delta Wing

As one of the simplest examples let us consider the small-amplitude heaving
oscillations of a slender delta wing. The x, z coordinate system is selected such that
it moves to the left of the page at a constant velocity U(¢) = Ux. The wing remains
parallel to the x axis, but it oscillates up and down at a frequency w and amplitude
ho (see Fig. 13.22). The small displacement of the wing relative to the x axis is then

n(x,t) = hosinwt

Thenwith v, = (0, 0, dn/9¢) the time-dependent downwash W (x, r) of Eq. (13.55)
becomes
d
W(x,t)= 8_;7 = how cos wt

The longitudinal loading dL/dx is obtained from Eq. (13.95):
dL mTpUs

dx 4

3 3
2 howb(x) cos o] — 22 L [howb(x)? cos wr]
ox 4 a1

Uy 9
= _TPY0 9 pxThow cos ot + L b(x)2how? sin

4 ox 4

For a flat triangular delta wing with a chord ¢ and trailing edge span of by, the

ZA

ln=hosinwt
-__—T—_———‘

Figure 13.22 Heaving oscillations of a wing with an amplitude of /.

\/

=Y
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span b(x) becomes
X
b(x) = brg. —
c

and the longitudinal lift distribution is

dL  7pUs bip p (brex)*
E = — 2 C—th()a) coswt + T C2

The lift of the wing is obtained by integrating % along the chord:

how? sin wt

¢ dL U
L :/ Poge = TP hiwcoswr + 2202, choo? sinwt (13.97)
o dx 4 I 12t

The pitching moment about the apex (x = 0) is
“dL U
M, = —/ —xdx = _m_ooszE chow cos wt + E%E c*how? sin wt
0 dx 6 - 16

(13.98)

As we can see the loads on the wing are created by two terms that have a phase
shift between them. The lift of the wing, for example, can be divided such that

mpU. pU.

L =— p4 b2, howcoswt = — p4 b7
7 ] P ..
L, = Eb%E.choa)2 sin wt = —Eb%ECTI

The time-dependent vertical displacement of the wing 7n(¢) and these two terms of
the lift (L, L,) are shown schematically in Fig. 13.23. The first term L resembles
the steady-state (circulatory) term and the lift is a result of the instantaneous
effective angle of attack. This lags in phase with the motion such that when the
wing moves downward it creates lift L, and vice versa. The second term L, is
a result of the wing vertical acceleration (added mass) and is in phase with the
motion.

/

L,

m ! p» Circulatory lift

L,

‘*Added mass’’ lift

Figure 13.23 Schematic description of the heaving motion and the two parts of the lift during one
cycle.
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o
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Figure 13.24 Nomenclature used to define the pitch oscillations of the slender wing.

Example 2: Pitch Oscillations of a Slender Delta Wing
Another simple example is the small-amplitude pitching oscillations of a slender
delta wing. The origin of the x, z coordinate system is now moving to the left of
the page at a constant velocity U(t) = U. The wing is pitching about the point
Xcq With a frequency w and a small amplitude 6, (shown in Fig. 13.24):

6 = 6y sin wt
The wing’s chordline n(x, t) is given then by

Nx,t) = —(x — xeg)tanh & —(x — x.5)0 = —(x — X¢)0p sin wt
By substituting the derivatives of 7 into Eq. (13.50) we obtain the time-dependent
downwash

W(x,t) = —=Usxby sinwt — Gyw(x — xcq) cOSwt

Note that the same result can be obtained from Eq. (13.55) by placing the chordline
on the x axis and pitching the x—z plane with 6. The longitudinal loading dL/dx
is obtained from Eq. (13.95):

dL  —mpUs 0

dx 4 dax

d
- ? AL Usefo sinwr — 6o(x = xeg) cosorlb(x)’)

For a flat triangular delta wing with a chord ¢ and trailing-edge span of by the
local span b(x) becomes

{[—Usxobo sin t — Gyo(x — xg) cos wt]b(x)*}

x
b(x) = brg.—
c

and the longitudinal lift distribution is
dL  7pUs by

[2xUsobo sin t + Byw(3x* — 2xx.) cos wt]

dx 4 ¢
mp by 2 203 _ 2 :
+ T7[U0090a)x coswt — Gy (X~ — X" X¢,) Sinwt ]
c

The lift of the wing is obtained by integrating dL/dx along the chord:

¢ dL Uy b2 A
L =/ d—dx = %%[Uoﬁwz sinwt + Gp(c® — *x.q) cos wt ]
0 X C

b2 3 4 3
+ %’O%[Uooeow% cos wr — eoaf(% - %xcg) sinwr] (13.99)
c
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The pitching moment about the apex (x = 0) is

€ dL
My=— | Ede
7pUso b2 2¢3 3¢t 2
=— ’04 % [UDOQO% sin wt + 90w<% — %xcg> cos wt}
pr%?E

4 2 5

As we can see in this case, too, the loads on the wing can be divided into three
terms that have a phase shift between them. The three components can be rewritten

4 5 4
c Zf ¢ c .
- |:U0090a)z cos wt — Gyw (— — Zxcg> sin wt] (13.100)

as
b2
L= —”p4TE< UZe
npbr, c]-
L, = TUw (c_xc'g)+ g 0
L = —npb%E‘ é — E)C. 0
4 4 37
and

L=L+L,+Ls

It is clear that the first term is a result of the instantaneous angle of attack while
the second term is a result of the downwash caused by the pitch rotation. This part
is a function of the pitch axis. The last term is due to the acceleration (added mass)
and depends, too, on the location of x,,.

The damping of the wing due to a constant pitch motion can be found by
integrating L, only in Eq. (13.100):

IMy  7pUs by (3c4 2¢3 ) np by, ¢
9V _ _ 2IE. e ) —

390 4 2 \4 37 4 2 %%
U 2
- _”p4 %42 <c2 - ?Cxcg) (13.101)

13.10  Algorithm for Unsteady Airfoil Using the Lumped-Vortex Element

As was mentioned earlier, with only a few minor modifications, steady-state so-
lution techniques can be updated to treat unsteady flows. As a first numerical example, the
discrete vortex model of thin lifting airfoils (Section 11.1.1) will be modified. There are
three areas of the program that will be affected:

1. The normal velocity component on the solid boundary should include the com-
ponents of the unsteady motion as well (as in Eq. (13.13a)) — this is a minor and
local modification to the steady-state program.

2. Similar corrections due to the unsteady motion should be included in the pressure
calculations (using the modified Bernoulli equation, Eq. (13.23)) — again this is a
limited local modification.
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Figure 13.25 Schematic flowchart for the numerical solution of the unsteady wing problem.

3. An unsteady wake model has to be established (e.g., the time-stepping discrete-
vortex model as presented in Section 13.8.2). Note that such a wake model can be
added on, in a simple manner, to the steady-state solvers.

(In this example the discrete vortex model for the thin lifting airfoil of Section 11.1.1
will be transformed to the unsteady mode. But any of the methods presented in Chapter 11
can be modified easily and can be given as a student project.)

The mechanics of such an upgrade are demonstrated by the generic flowchart of
Fig. 13.25. A comparison of this diagram with the steady-state diagram of Fig. 9.15 reveals
that, first, a time-stepping loop has to be established (only one programming statement).
Then a new element appears (the flight path information block), which has all the kinematic
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information on the body’s or wing’s motion. The rest of the program will follow the method-
ology of Chapter 11, and the only additional block is the “wake rollup” block, which will
perform the wake rollup at each time step. Consequently, we shall follow the same sequence
used in the previous numerical chapters:

a. Choice of Singularity Element
For this discrete-vortex method the lumped-vortex element is selected and its
influence is given in Section 11.1.1:

(u)= T; <0 1)<x—xj> (13.102)
w 2nr\ =1 0\ z—g, '

ri=—x)+@—z)

where

Thus, the velocity at an arbitrary point (x, z) due to a vortex element I'; located at (x;, z;)
is given by this equation. This can be included in a subroutine, which was defined by Eq.
(11.2):

(u, w) = VOR2D(T'}, x, 2, X}, 2}) (11.2)

Using this lumped-vortex element, the airfoil will be represented by a set of discrete
vortices placed on the camberline, as shown in Fig. 13.26. If the airfoil’s circulation changes
with time, then vortex wake elements are shed at the trailing edge and the wake will be
modeled by using the same discrete-vortex model (Fig. 13.26).

b. Kinematics

Let us establish an inertial frame of reference X, Z, shown in Fig. 13.27, such
that this frame of reference is stationary while the airfoil is moving to the left of the page.
Next, the airfoil’s camberline is placed in a moving frame of reference x, z with the leading
edge at the origin. The flight path of the origin and the orientation of the x, z system are
prescribed as

Xo = Xo(t)
Zo = Zo(1) (13.103)
0 = 0(1)
Collocati
zA opgicr?tslon r=Ar
agy
1) 1 I
n " Ty
—
0 \ c
L n) O !
+6

Figure 13.26 Discrete vortex model for the unsteady thin airfoil problem (shown during the first time
step, t = At).
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and the instantaneous velocity of the origin and its rotation 6 about the y axis are

Xo = Xo(t)
Zo = Zo(1) (13.104)
6 = 0(r)

For example, if the airfoil moves to the left at a constant speed of Uy, and sinks at a speed
of W4, then

XOZ_ ool XO(I)Z_UOO
Zo=—Wxt,  Zo(t) = —Wx (13.105)
6 =0, 6=0

Or if the airfoil flies at a constant forward speed Uy, and performs pitch oscillations at a
frequency w about the y axis, then

X0:_ ool XO(I)Z_UOO
Zy =0, Zo(t) =0 (13.106)
60 = sin wt, 0 = wcos wt

It is useful to establish a transformation between the two coordinate systems shown in
the figure such that

X cosA(t) sinf(t)\ [ x Xo
= ) + (13.107)
zZ —sinf(t) cosf(t) )\ z Zy
and similarly the transformed velocity components are
X cosf(t) sin6(t X
(>=( s6() 0)({‘) (13.108)
Z —sinf(t) cosf(t) )\ z

The inverse transformation is also useful, and the velocity components U;, W; observed in
the x, z frame due to the translation of the origin are

U; cosO(t) —sinf(t)\ [ —Xo
= . . (13.109)

( W,) < sinf(t) cos0(z) ) ( -7y >

c. Discretization and Grid Generation

At this phase the thin-airfoil camberline (Fig. 13.26) is divided into N subpanels,
which may be equal in length. The N vortex points (x;, z;) will be placed at the quarter
chord of each planar panel and the zero normal flow boundary condition can be fulfilled on
the camberline at the three-quarter point of each panel. These N collocation points (x;, z;)
and the corresponding N normal vectors n; along with the vortex points can be computed
numerically or supplied as an input file. The normal n; pointing outward at each of these
points is found in the x, z frame from the surface shape 7(x), as shown in Fig. 13.27:

—dn/dx, 1 .
n;, = w = (sing;, cosa;) (13.110)

V(dn/dx)? +1
where the angle «; is shown in Fig. 13.26 for panel number 4. Similarly, the tangential
vector T; is

T; = (cos;, —sinq;) (13.111)
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Figure 13.27 Discrete-vortex model for the unsteady thin airfoil problem after eight time steps.
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Since the lumped-vortex element inherently fulfills the Kutta condition for each panel,
no additional specification of this condition is required.

If the airfoil’s geometry does not change with time (e.g., in the case of a flexible airfoil),
then the calculation of the vortex points and collocation points can be done before the
beginning of the time loop, as shown in Fig. 13.25 (where the box “definition of geometry”
is placed outside of the time-stepping loop).

d. Influence Coefficients

At this point, the zero normal flow across the solid surface boundary condition
is implemented. To specify this condition, the kinematic conditions need to be known and
the time-stepping loop (shown in Fig. 13.25) is initiated. Let us select /, as the time step
counter, so that the momentary time is

t=1-At

For simplicity, we assume that at t = 0 the two coordinate systems x, z and X, Z coincided
and the airfoil was at rest (hence there was no wake). Consequently, the calculation begins
att = At (Fig. 13.26) and the wake at this moment consists of a single vortex I"y,, which is
placed along the path of the trailing edge (see also Fig. 13.16). The location of the trailing
edge at t = 0 and at = At is obtained by using the transformations of Eq. (13.107). The
wake vortex is then placed usually at 0.2—0.3 of the distance covered by the trailing edge dur-
ing the latest time step (see the discussion on this subject in the beginning of Section 13.8.2)

In general, the normal velocity component at each point on the camberline is a combi-
nation of the self-induced velocity, the kinematic velocity, and the wake-induced velocity.
The self-induced part can be represented by a combination of influence coefficients, as
in the steady-state flow case. If the shape of the airfoil n(x) remains constant with time
then these coefficients will be evaluated only once. The normal velocity component due
to the motion of the wing is known from the kinematic equations (Eq. (13.13a)) and will
be transferred to the right-hand side (RHS) of the equation. The velocity induced by the
most recent wake vortex is unknown and will be resolved by adding an additional equation
(the Kelvin condition). The strength of the other wake vortices is known from the previous
time steps (for the general case when I, > 1, but since at t = At only one wake vortex is
present, the rest of the wake contribution for the first time step is zero) and their effect on
the normal velocity will be transferred to the right-hand side, as well.

To formulate the momentary boundary condition, let us use Eq. (13.13a), and for sim-
plicity we allow only one component of the relative velocity v, = (0, dn/d¢) limited to
small amplitudes, within the coordinate system x, z. Also, it is convenient to divide the
perturbation potential into an airfoil potential ® 5 and a wake potential ®y and both parts
of the velocity potential will be modeled by discrete-vortex elements of circulation I.
Consequently, the boundary condition of Eq. (13.13a) becomes

(VO +VOy — Vg — Vg — 2 XT1)-n=0 (13.112)

To establish the self-induced portion of the normal velocity (V® 5 - nin Eq. (13.112)), at
each collocation point, consider the velocity induced by the airfoil’s I'jth element at the first
collocation point (in order to get the influence due to a unit strength I'; assume I'; = 1):

(u, w);; = VOR2D(T'; = 1, x1, 21, X}, Zj) (13.113)

The influence coefficient g;; is defined as the velocity component induced by the airfoil’s
unit strength I'; element, normal to the surface (at collocation point i). Consequently, the
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contribution of a unit strength singularity element j, at collocation point 1, is
ayj :(u,w)lj B 1§ (13114)

The induced normal velocity component ¢,, at collocation point 1, due to all N vortex
elements and the latest wake vortex is therefore

g = anl'1 +apl+anls + - +ainIy +aiwly,

Note that the strengths of the airfoil vortices I'; and of the latest wake vortex I'y, are
unknown at this point (see also Fig. 13.27 where I'yy, = I'wy).

For the boundary condition on the surface to be fulfilled requires that at each collocation
point the normal velocity component will vanish (Eq. (13.112)). Specifying this condition
for the ith collocation point we obtain

apnl'y +aply +ail's + -+~ +ainI'y +aiwly,
+ [U@) +uw, W)+ ww]; -m; =0 (13.115)

and here the terms (—Vy — v — €2 X 1) were replaced by an equivalent tangential and
normal velocity [U(t), W(¢)]; representing the kinematic velocity due to the motion of the
airfoil, and (uw, wy); are the velocity components induced by the the wake vortices (except
the latest wake vortex — shown in Fig. 13.27). The wake influence can be calculated using
Eq. (13.102) since the location of all wake vortex points is known. The time-dependent
kinematic velocity components U(t), W(t) (see also Eq. (13.49)) are calculated with the
help of Eq. (13.109):

U(t cosf(r) —sinf(1)\ [ —X -6
( 0):(, ®) 0)( .°>+ o (13.116)
W(t) sinf(r)  cosO() -7 Ox — 31
Since these terms are known at each time step, they can be transferred to the right-hand
side of the equation. Consequently, the right-hand side (RHS) is defined as
RHS; = —[U@®) + uw, W) + wy]; - n; (13.117)

When we specify the boundary condition for each of the collocation points we obtain
the following set of algebraic equations:

an  ap -+ aiy  aiw I RHS;
a ap -+ @y dw ) RHS,

S P | = : (13.118)
ayiy an2 -+ AaNN  AaNw 'y RHSy

I U T Tw, T(t — A1)

Note that for the lumped-vortex element the Kutta condition is not stated explicitly. The
last equation represents the Kelvin condition:

I(t)—T(t — At)+ Ty, =0 (13.119)

and the instantaneous airfoil circulation is the sum of all the airfoil’s vortices:
N
r#)=>)T; (13.120)
j=1

and I'(r — Ar) is the circulation measured at the previous time step. This influence coeffi-
cient calculation procedure can be accomplished by using two DO loops, where the outer
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loop scans the collocation points (x;, z;) and the inner scans the vortices I';. If the airfoil
chord geometry does not vary with time the influence coefficient calculation needs to be
carried out only once at the beginning of the computations.

e. Establish RHS Vector

The right-hand-side vector, which is the normal component of the kinematic veloc-
ity and the wake-induced velocity, can be computed within the outer loop of the previously
described DO loops by using Eq. (13.117).

f. Solve Linear Set of Equations
The results of the previous calculations (shown by Eq. (13.118)) can be summarized
in indicial form (for each collocation point i) as
N1
Zaijrj = RHS; (13.121)
j=1
Again, if the shape of the airfoil remains unchanged then the matrix inversion occurs only
once. For time steps larger then 1 the calculation is reduced to
N+1
I; =Y a;'RHS; (13.122)
i=1

ij

where a; Jl are the coefficients of the inverted matrix.

g. Computation of Velocity Components, Pressures, and Loads
The resulting pressures and loads can be computed by using the Bernoulli equation
(Eq. (13.24)) near the panel surface:

pref_pZQ_z_ief 32
o 2 2 ot

The pressure difference between the camberline upper and lower surfaces is then

_ B 0? 0? oD oD
Ap=pr—py= /0|:(7>M - <7>1 + (W)u — (E)J (13.123)

and the tangential velocity Q; is found from

0P
fo = [U(l‘)+uw,W(l‘)+wW]j-Tj:|:¥ (13124)
J

where the &£ sign stands for above and below the surface, respectively. The tangential
derivative of the thin airfoil potential can be approximated as

— =4l ~t (13.125)
81’j 2 2All

and here Al; is the jth panel length. (Note that here 9/97; is used for tangential derivative
and 9/0¢ for a derivative with respect to time.)

The velocity-potential time derivative, obtained using the definition ®* = + /i (;C (y/2)dl,
is

D, RN o
+7 4 N K 13.126
ot at ; 2 ( )
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so that the local potential is the sum of the vortices from the leading edge to the jth vortex
point. After substituting these terms into Eq. (13.123), we find that the pressure difference
between the airfoil’s upper and lower surfaces becomes

‘ j
Ap; = p |:(U(t) o, WO+ )y Ty 3 rk} (13.127)
1

. Tj—
Al; pa

For example, in the case of a translatory motion parallel to the x axis, as in Eq. (13.105),
and for a flat thin airfoil placed on the x axis the normal and tangential vectors become

n; = (0, 1), T;=(1,0)
The upper and lower tangential velocity components are then

I
2Al

Qlj = UOO:’:

and the pressure difference becomes
Ap; = o Ui 42 XJ: r
Pj =P oS Alj : £ k
The total lift and moment are obtained by integrating the pressure difference along the
chordline:

N
L=F, =) Ap;Aljcosa; (13.128)
j=1

N
My =~ Apjcosa;Alx; (13.129)
j=1

The drag of the two-dimensional airfoil during the unsteady motion is due to the induced
angle caused by the wake and due to the added mass effect (caused by the relative fluid
acceleration; see also discussion leading to Eq. (13.37)):

N J
ad
D = p(wwjl“j + & E FkAlk sinotk) (13130)
j=1 k=1

Here the first term is due to the wake-induced downwash wy, which in the lumped-vortex
element case is evaluated at the panel’s three-quarter chord point. The second term is due
to the fluid acceleration (second term in Eq. (13.127)) and its center of pressure is assumed
to act at the panel center.

h. Vortex Wake Rollup

Since the vortex wake is force free, each vortex must move with the local stream
velocity (Eq. (13.21a)). The local velocity is a result of the velocity components induced
by the wake and airfoil and is usually measured in the inertial frame of reference X, Z. To
achieve the vortex wake rollup, at each time step the induced velocity (u, w); at each vortex
wake point is calculated and then the vortex elements are moved by

(Ax, Az); = (u, w); At (13.131)
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The velocity induced at each wake vortex point is a combination of the airfoil I'; and wake
'y vortices and can be obtained by using the same influence routine (Eq. (11.2)):

N
(u, w); =Y VOR2D(T';, xw,. 2w, X} ;)

j=1

Ny
+ ) VOR2D(Tyw,. xw,. 2w, Xw, . Zw,) (13.132)
k=1

In this simple scheme the velocity components of the current or previous time step (or a
combination thereof) were used. However, more refined techniques can be applied here to
improve the wake shape near the trailing edge.

Summary

The solution procedure is described schematically by the flowchart of Fig. 13.25. In
principle at each time step the motion kinematics is calculated (Egs. (13.103) and (13.104)),
the location of the latest wake vortex is established, and the RHS; vector is calculated. Then,
during the first time step the influence coefficients appearing in Eq. (13.118) are calculated
and the matrix equation is solved. At later time steps, the airfoil vortex distribution can be
calculated by the momentary RHS ; vector, using Eq. (13.122). Once the vortex distribution
is obtained the pressures and loads are calculated, using Egs. (13.128)—(13.130). To conclude
the time step, the wake vortex locations are updated using the velocity induced by the
flowfield from Eq. (13.132).

As an example, consider the sudden acceleration of a flat plate (discussed in Section 13.7)
placed along the x axis. The angle of attack « can be obtained by rotating the plate frame
of reference by 6 = « relative to the direction of Q.. For this case at r > 0 the velocity
of the origin is (X, Zo) = (— Qwo, 0) and Eq. (13.116) results in the following free-stream
components:

U(t) 0 cos

wi)) T\ sina
Since the normal vector to the flat plate is n = (0, 1) the right-hand side (downwash) vector
of Eq. (13.117) becomes

RHS; = —(Qxcosa + uy, Qoo sina + wy) - (0, 1) = —(Q oo sina + wy)

The wake-induced downwash is obtained by using Eq. (13.113) and then at each moment
Eq. (13.118) is solved for the airfoil vortex distribution. The pressure difference is then
obtained by using Eq. (13.127). Results of this computation for the case of the sudden
acceleration of a flat plate are presented in Figs. 13.8—13.10 along with the results obtained
with the one-element lumped-vortex method.

Program No. 15 in Appendix D includes most of the elements of this method except
the matrix inversion phase and may be useful in developing a computer program based on
this method. The matrix inversion is included, though, in Program No. 16, which is a more
complicated three-dimensional model.

13.11 Some Remarks about the Unsteady Kutta Condition

The potential flow examples, as presented in Chapters 3 and 4, indicate that the
solution for lifting flows is not unique for a given set of boundary conditions. This difficulty
was resolved by requiring that the flow leave smoothly at the trailing edge of two-dimensional
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Figure 13.28 Variation of the vertical displacement and normal force coefficient during one heaving
cycle. From Katz, J., and Weihs, D., “Behavior of Vortex Wakes from Oscillating Airfoils,” J. Aircraft,
Vol. 15, No. 12, 1978. Reprinted with permission. Copyright AIAA.

airfoils, thereby fixing the amount of circulation generated by the airfoil. The above two-
dimensional Kutta condition was almost automatically extended to the three-dimensional
steady-state case and in this chapter was used for unsteady flows as well. Although from
the mathematical point of view a condition to fix the amount of circulation is required, it
is not obvious that this condition is the best candidate. However, prior to arriving at any
conclusion in this regard, let us use the method of this section to study the wake rollup
behind a thin airfoil undergoing a small-amplitude heaving oscillation.

Consider the small-amplitude heaving oscillation of the flat plate shown in the inset to
Fig. 13.28. Assume that the motion of the origin of the x, z coordinates is given by

Xo = —Uxt, Xo(l) = —Uy
Zy = —hg sinwt, Zo(t) = —hyw cos wt

6 =0, =0

The time-dependent kinematic velocity components of Eq. (13.116) then become

U(t) _ Us

wWt))  \ howcoswt
Since the normal vector to the flat plate is n = (0, 1) the right-hand-side (downwash) vector
of Eq. (13.117) becomes

RHS; = —(hgwsinwt + wy)

The wake-induced downwash is obtained by using Eq. (13.113) and then at each moment
Eq. (13.118) is solved for the airfoil vortex distribution. The pressure difference is then
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Figure 13.29 Calculated and experimental wake patterns behind a thin airfoil undergoing heaving

oscillations at various frequencies. From Katz, J., and Weihs, D., “Behavior of Vortex Wakes from
Oscillating Airfoils,” J. Aircraft, Vol. 15, No. 12, 1978. Reprinted with permission. Copyright ATAA.

obtained by using Eq. (13.127) and the wake rollup is obtained by moving the wake vortices
with the local induced velocity (Eq. (13.132)). The rest of the details are as presented in the
previous section and results of the wake rollup computation for the flat plate oscillating at
various frequencies is shown in Fig. 13.29. The comparison in this figure indicates that up
to a high reduced frequency of wc/2Q., = 8.5 the calculated wake shape is similar to the
results of flow visualizations. Since the wake shape is a direct result of the airfoil’s circulation
history and the calculated wake shape is similar to the experimentally observed shape, it
is safe to assume that the calculated airfoil’s lift history is similar to the experimental one
(which was not measured in this case). As an example, the vertical load C, on the airfoil
during one cycle is presented in Fig. 13.28 next to the motion history (note the phase shift
due to the wake influence).

Now that we have generated a good example in favor of the unsteady Kutta condition let
us investigate some possible parameters affecting its validity. It is clear that conditions such
as very high oscillation frequency, large amplitudes, and large angles of attack will cause
some trailing-edge separation. Such local flow separation automatically violates the Kutta
condition, but in practice it may not have a noticeable effect on the lift, although it may
cause a lag in the aerodynamic loads. Experimental investigations of the unsteady Kutta
condition'3#=131! ysually indicate that the streamlines do not leave parallel to the trailing
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edge at reduced frequencies of wc/20 > 0.6, but the lift and pressure distributions are
not affected in a visible manner even at higher frequencies. These experiments were based
on small-amplitude oscillations of airfoils where the trailing-edge vertical displacement
was small.

So, based on the indirect results of Fig. 13.29 and some cited references we can try
to establish some guidelines for the boundaries for the validity of the unsteady Kutta
condition. First and most important, large angles of attack where trailing-edge separa-
tion begins to develop must be avoided. Also, it is clear that as the reduced frequency
increases the “allowed” trailing-edge displacement amplitude (e.g., i in the previous ex-
ample) must be smaller. So, for example, with 4y = 0.1¢ and with reduced frequencies of
up to wc/20+ = 1.0 calculations based on the Kutta condition may provide reasonable
load calculations. The vertical kinematic velocity of the trailing edge (e.g., /19/ Us in the
previous example) is an important parameter, too, and in the case of the highest frequency
oscillation in Fig. 13.29 it has a value of about 0.35. Hence, in addition to the previously
mentioned limits on the reduced frequency and trailing-edge amplitude, if we limit our-
selves to trailing-edge vertical displacement velocity of g/ Uy < 1, then for practical
purposes we can assume that the unsteady Kutta condition is valid. Furthermore, we must
remember that characteristic airplane maneuvers will fall into a category where the reduced
frequency is far less than 1, and therefore the use of the Kutta condition is justified in most
cases. However, for a rapidly pitching helicopter rotor in forward flight this may not be the
case!

The above discussion was aimed primarily at the lift calculation; however, the lag (due
to viscous effects) in the adjustment of the flow at the trailing edge may cause some lags in
the aerodynamic loads, and this effect is still not explored sufficiently.

13.12  Unsteady Lifting-Surface Solution by Vortex Ring Elements

The method of transforming steady-state flow based numerical solutions into the
time-dependent mode is described schematically in Fig. 13.25 and in the introduction to
Section 13.10. In this section the same approach is applied to the three-dimensional thin
lifting surface problem. In this example, as in the case of the lifting surface of Section 12.3,
the wing’s bound circulation and the vortex wake will be modeled by vortex ring elements
(see Fig. 13.30). The main advantage of using vortex ring elements is that they require little
programming effort (although computational efficiency can be further improved). Also, in
this numerical example, the boundary conditions are specified on the actual wing surface,
which can have camber and various planform shapes.

The solution is again based on the time-stepping technique, and at the beginning of
the motion only the wing-bound vortex rings exist (upper part of Fig. 13.30). Note that the
closing segment of the trailing-edge vortex elements in Fig. 13.30 will represent the starting
vortex. Consequently, during the first time step there will be no wake panels and if the wing
is represented by K unknown vortex rings (K = 8 in Fig. 13.30) then by specifying the
zero normal flow boundary condition on the K collocation points, a solution at t = At is
possible. With this model, therefore, we do not have to add an additional equation to enforce
the Kelvin condition since the vortex ring model inherently fulfills this condition. During
the second time step, the wing is moved along its flight path and each trailing-edge vortex
panel sheds a wake panel with a vortex strength equal to its circulation in the previous time
step (lower part of Fig. 13.30). Also, during this second time step, there will be only one
row of wake vortices, but with a known strength. Therefore, the wing K bound vortices can
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Figure 13.30 Vortex ring model for the unsteady lifting surface during the first time step (upper
figure) and during the second time step (lower figure).

be calculated for this time step, too, by specifying the boundary condition on the same K
collocation points. This time-stepping methodology can then be continued for any type of
flight path and at each time step the vortex wake corner points can be moved by the local
velocity, so that wake rollup can be simulated. One of the advantages of this wake model is
its simplicity, it being equal in its formulation to the wing’s bound vortex rings (or constant-
strength doublet panels). Consequently, this wake model can be used for more advanced
panel methods (and is actually used by the code PMARC?7:9-8:12.13),

It is recommended that prior to reading this section the reader should be familiar with
the steady-state solution presented in Section 12.3. The presentation of the unsteady version
of this method then proceeds with the same sequence (steps) of the previous sections. So,
in general, the wing is divided into panel elements containing vortex ring singularities as
shown in Fig. 13.30 and the solution procedure is as follows:

a. Choice of Singularity Element

The method by which the thin-wing planform is divided into panels is similar to
what was described in Section 12.3 and shown schematically in Figs. 13.30 and 13.31.
The leading segment of the vortex ring is placed on the panel’s quarter chord line and the
collocation point is at the center of the three-quarter chord line. The normal vector n is
defined at this point, too, which falls at the center of the vortex ring. A positive I" is defined
here according to the right-hand rotation rule, as shown by the arrows in Fig. 13.31.

From the numerical point of view these vortex ring elements are stored in rectangular
patches (arrays) with i, j indexing as shown by Fig. 13.31 (see also Fig. 12.10). The velocity
induced at an arbitrary point P (x, y, z), by a typical vortex ring (see Fig. 13.32) at location
ij, can be computed by applying the vortex line routine VORTXL (Eq. (10.106)) to the
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Figure 13.31 Nomenclature for the unsteady motion of a thin lifting surface along a predetermined
path. (Note that in this figure, too, the fluid is at rest and the airfoil moves toward the left side of the

page.)
ring’s four segments:

(w1, vi, w))=VORTXL(x, y, 2, Xi j, Yi,j> Zi,j» Xi, j+1> Vi, j+1> Zi, j+1, i, j)
(12, v2, w2) = VORTXL(x, ¥, z, Xi j4+1, Yi,j+1, Zi,j+1,

Xit1,j41s Yitl, j+15 Zitl, j+1, Li j)
(u3, v3, w3) = VORTXL(X, ¥, 2, Xit1,j+1» Yit+1,j+1s

Tl j+1> Xil, j»> Yit1,j» Zit1,j> Ui j)
(4, v4, wa) = VORTXL(X, ¥, 2, Xi1,js Yi+1,j> Zit1,j> Xij» Yi,j» Zirj» Ui j)

The velocity induced by the four vortex segments is then
(u, v, w) = (uy, vy, wy) + (uz, V3, wy) + (u3, v3, w3) + (ug, V4, Wy) (13.133)

It is convenient to include these computations in a subroutine (see Egs. (10.117) and (12.17))

Figure 13.32 Typical vortex ring element and its influence at point P.
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such that
(u, v, w) = VORING(x, y, z,i, j, ') (13.134)

Note that in this formulation it is assumed that by specifying the i, j counters, the (x, y, )
coordinates of this panel are automatically identified (see Fig. 12.10).

The use of this subroutine can considerably shorten the programming effort; however,
for the vortex segment between two adjacent vortex rings the velocity induced by the vortex
segment is computed twice. For the sake of simplicity this routine will be used for this prob-
lem, but more advanced programming can easily correct this compromise of computational
efficiency.

It is recommended at this point, too, that one calculate the velocity induced by the
trailing vortex segments only (the vortex lines parallel to the free stream, as in Fig. 12.5).
This information is needed for the induced-drag computations and if done at this point will
only slightly increase the computational effort. The influence of the trailing segments is
obtained by simply omitting the (u, v, w;) + (u3, v3, w3) part from Eq. (12.133):

(u, v, w)" = (uyz, v2, wy) + (ug, v4, Wy) (13.135)

and it is assumed that (u, v, w)* is automatically obtained as a byproduct of subroutine
VORING.

b. Kinematics

Let us establish an inertial frame of reference X, Y, Z, as shown in Fig. 13.1, such
that this frame of reference is stationary while the wing is moving to the left of the page.
The flight path of the origin and the orientation of the x, y, z system is assumed to be known
and is prescribed as

Xo = Xo(2), Yo = Yo(2), Zy = Zy(1) (13.136)

¢ = o(1), 0 =0(), v =y(t) (13.136a)
and the momentary velocity of the origin and its rotations about the axes are

Xo = Xo(1), Yo = Yo(1), Zo = Zo(t) (13.137)

p = p(), q =q(1), r=r(r) (13.137a)

For example, if the wing moves to the left (parallel to the X axis) at a constant speed of Uy
and has a constant sideslip (parallel to the Y axis) of V., then

Xo = —Uxt, Yo = — Vo, Zy=0 (13.138)

p=0=v=0 (13.138a)
and

Xo = —Usx, Yo = — Vi, Zo=0 (13.139)

p=qg=r=0 (13.139a)

It is useful to establish a transformation between the two coordinate systems (Eq. (13.7a))
that depends on the translation of the origin and the orientation of the body frame of
reference:

X X —Xo

y|=f@0.9)| Y -Yo (13.140)
z Z -7
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This transformation, without the translation part, can be used also for the velocity transfor-
mation. To define such a three-dimensional transformation uniquely, the order of rotation
must be specified. For example, if we adopt the order of rotation such that first we rotate
about the z axis, then about the y axis, and finally about the x axis then the transformation
becomes:

a. rotation by ¥ (sideslip):

Ul cosyr(t) siny(r) 0 —Xo
V1 | = | —siny(r) cosy(z) 0O —Y
Wi 0 0 1 —7

b. rotation by 6 (angle of attack):

U2 cosf(r) 0 —sin6(r) Ul
V2 | = 0 1 0 Vi
w2 sinf(r) 0 cosO(r) 74}

c. rotation by ¢ (roll angle):

U3 1 0 0 U2
V3 |1 =1]10 cos¢(t) sing(r) V2 (13.140aq)
w3 0 —sing(t) cos¢(r) w2

where U3, V3, W3 are the velocity components observed in the x, y, z frame due
to the translation of the origin.

The time-dependent kinematic velocity components U(t), V(t), W(¢), in the x, y, z
frame, are then a combination of the translation velocity and the rotation of the body
frame of reference:

U(t) U3 —qz+ry

Vi) | =1 V3 | + —rx + pz (13.141)
3

W(r) w3 —py+qx— 3/

Since the instantaneous rotation and translation rates are known, these kinematic terms are
known, too, at each time step.

c¢. Discretization and Grid Generation

The method by which the thin wing planform is divided into elements is the same
as presented in Section 12.3 and is shown in Figs. 13.30 and 13.31. Some typical panel
elements are also shown in Figs. 12.8-12.10. Also, if only the wing’s semispan is modeled
then the mirror image method must be used to account for the other semispan. The leading
segment of the vortex ring is placed on the panel’s quarter chord line and the collocation
point is at the center of the three-quarter chord line (see Fig. 13.31). The lifting surface shape
is usually given by z = n(x, y) and is divided into N spanwise and M chordwise panels.
Using a procedure such as shown in Fig. 12.13 allows the scanning and calculation of
geometrical information such as the panel area S;;, normal vector n;;, and the coordinates
of the collocation points. A simple and fairly general method for evaluating the normal
vector is shown in Fig. 12.11. The panel opposite corner points define two vectors A and
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Figure 13.33 Nomenclature for the wake shedding procedure at a typical trailing-edge panel.

B, and their vector product will point in the direction of n:

AxB
n—=
|A x B|

A positive I" for a vortex ring is defined here using the right-hand rotation convention, as
shown in Fig. 13.31. For increased surface curvature the above described vortex rings will
not be placed exactly on the lifting surface and the normal vectors may be offset somewhat,
and a finer grid needs to be used, or the wing surface can be redefined accordingly. By
placing the leading segment of the vortex ring at the quarter chord line of the panel the
two-dimensional Kutta condition is satisfied along the chord (recall the lumped-vortex
element).

At this point the wake shedding procedure must be addressed. Consider a typical trailing-
edge vortex ring placed on the last panel row (as shown in Fig. 13.33). The trailing segment
(parallel to the trailing edge) is placed in the interval covered by the trailing edge during
the latest time step (of length Q - Ar). Usually it must be placed closer to the trailing edge
within 0.2-0.3 of the above distance (see discussion about this topic at the beginning of
Section 13.8.2). The wake vortex ring corner points must be created at each time step, such
that at the first time step only the two aft points of the vortex ring are created. Therefore,
during the first time step there are no free wake elements and the trailing vortex segment
of the trailing-edge vortex ring represents the starting vortex. During the second time
step the wing trailing edge has advanced and a wake vortex ring can be created using
the new aft points of the trailing-edge vortex ring and the two points where these points
were during the previous time step (see Fig. 13.30). This shedding procedure is repeated at
each time step and a set of new trailing-edge wake vortex rings is created (wake shedding
procedure).

The strength of the most recently shed wake vortex ring (I'w, in Fig. 13.33) is set equal
to the strength of the shedding vortex I'7 ,_,, (placed at the trailing edge) in the previous
time step (as if it was shed from the trailing edge and left to flow with the local velocity):

I'w, =Tr1E,_,, (13.142)

Once the wake vortex is shed, its strength is unchanged (recall the Helmholtz theorems in
Section 2.9), and the wake vortex carries no aerodynamic loads (and therefore moves with
the local velocity).
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This is the unsteady equivalent of the Kutta condition. For the steady-state flow condi-
tions, all wake panels shed from a particular trailing-edge panel will have the same vortex
strength, which is equal to the strength of the shedding panel. Thus, the spanwise oriented
vortex lines of the adjacent vortex rings will cancel each other and only a horseshoe-like
vortex will remain.

d. Influence Coefficients

At this point, the zero normal flow across the solid surface boundary condition is
implemented. To specify this condition, the kinematic conditions must be known and the
time-stepping loop (shown in Fig. 13.25) is initiated. Let us select again /; as the time-step
counter, so that the momentary time is

t=1;- At

Letus assume that at# = 0 the two coordinate systems x, y, z and X, Y, Z coincided and the
wing was atrest. The calculation isinitiated att = At and the wake at this moment consists of
the vortex line created by the trailing segments of the trailing-edge vortex rings (Fig. 13.30).
The location of the trailing edge at + = 0 and at + = At¢, needed for specifying the wake
panels’ corner points, is obtained by using coordinate transformations such as Eq. (13.140).

The normal velocity component at each point on the camberline is a combination of
the self-induced velocity, the kinematic velocity, and the wake-induced velocity. The self-
induced part can be represented by a combination of influence coefficients, as in the steady-
state flow case. If the shape of the wing n(x, y) remains constant with time then these
coefficients will be evaluated only once. The normal velocity component due to the motion
of the wing is known from the kinematic equations (Egs. (13.13a) or (13.141)) and will be
transferred to the right-hand side (RHS) of the equation. The strength of the other wake
vortices is known from the previous time steps and the wake-induced normal velocity on
each panel will be transferred to the right-hand side, too.

Let us establish a collocation point scanning procedure (similar to that of Section 12.3)
that takes the first chordwise row where i = 1 and scans spanwise with j =1 — N and
so on (recall that we have M chordwise panels — see Fig. 12.10). This procedure can be
described by two DO loops shown in Fig. 12.13. As the panel scanning begins, a sequential
counter assigns a value K to each panel (the sequence of K is shown in Fig. 12.14); K will
have values from 1 to M x N.

Once the collocation point scanning has started, K = 1 (whichis point (i =1, j = 1)
on Fig. 12.12. The velocity induced by the first vortex ring is then

(u,v,w);; = VORING(x, y,z,i =1,j=1,T; =1.0)
Note that a unit strength vortex is used for evaluating the influence coefficient a1, which is
ap = (u, v, w1 - M (13.143)

To scan all the vortex rings influencing this point, an inner scanning loop is needed with
the counter L = 1 — N x M (see Fig. 12.13). Thus, at this point, the K counter is at point
1, and the L counter will scan all the vortex rings on the wing surface, and all the influence
coefficients a;; are computed (also, in Eq. (13.143) the ();; index means K = 1, L = 1):

aip = (u, v, w)L - M
and for the K, Lth panel

agr = (4, v, W)k - Ng (13.143a)
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As mentioned before, parallel to the computation of the ax; coefficients, the normal
velocity component induced by the streamwise segments of the wing vortex rings can also
be computed. These bg; coefficients, which will be used for the induced-drag calculation,
are calculated by using Eq. (13.135):

bKL :(M,U, U))}}L~IIK (13144)

and it is assumed that these coefficients are a byproduct of the ak; calculations and do not
require additional computational effort.

This procedure continues until all the collocation points have been scanned. A FORTRAN
example for this influence coefficient calculation is presented in Fig. 12.13 of Chapter 12.

e. Establish RHS Vector
Specifying the zero normal velocity boundary condition on the surface (Q,, = 0)
on an arbitrary collocation point K we obtain

Oy =ax1l't +agaly +agsls +-- - +aguln
+[U@) + uw, V() + vy, WE)+ wy]xg -ng =0

where [U(2), V(t), W(t)]x are the time-dependent kinematic velocity components due to
the motion of the wing (Eq. (13.141)), (uw, vw, ww)g are the velocity components in-
duced by the wake vortices, and m = M x N. The wake influence can be calculated using
Eq. (13.134) since the location of all vortex points is known (including the wake vortex
points). Since these terms are known at each time step, they can be transferred to the
right-hand side of the equation. Consequently, the right-hand side is defined as

RHSg = —[U(t) + uw, V(1) + vw, W(t) + wwlk - nx (13.145)

f. Solve Linear Set of Equations

Once the computations of the influence coefficients and the right-hand side vector
are completed, the zero normal flow boundary condition on all the wing’s collocation points
will result in the following set of algebraic equations:

ayy ap - Ay Iy RHS;
a ap - G I RHS,
ay;  axp - Az I'; | — | RHS;
aml am2 o Qmm Fm RHSm

(Recall that K is the vertical and L is the horizontal matrix counter and the order of this
matrix ism = M x N.)

The results of this matrix equation can be summarized in indicial form (for each collo-
cation point K) as

m

a](LFL ZRHS[( (13146)
L=1

If the shape of the wing remains unchanged then the matrix inversion occurs only once. For
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time steps larger then 1 the calculation is reduced to
m
Tk =Y ag RHS, (13.147)
L=l
where a | are the coefficients of the inverted matrix.

g. Computation of Velocity Components, Pressures, and Loads

For the pressure distribution calculations the local circulation is needed. For the
leading-edge panel this is equal to I';; but for all the elements behind it the circulation is
equal to the difference I';; — I';_1 ;. The fluid dynamic loads then can be computed by using
the Bernoulli equation (Eq. (13.24)) and the pressure difference is given by Eq. (13.123):

srnn=d[(9) (%) () -(2)]

The tangential velocity due to the wing vortices will have two components on the wing, and
it can be approximated by the two directions i, j on the surface as

3D T =Ty
- =i§ %:I:’JZTL’ (13.1484)
Ti C,'j
P | I
PR idzT_le (13.148b)
J 1

where & represents the upper and lower surfaces, respectively, and Ac;; and Ab;; are the
panel lengths in the ith and jth directions, respectively. Similarly, 7; and 7; are the panel
tangential vectors in the i and j directions (of course, these vectors are different for each
panel and the ij subscript from 7, is dropped for the sake of simplicity).
The velocity-potential time derivative is obtained by using the definition ®* =
+ fox(y /2)dl and by integrating from the leading edge. Since for this vortex ring model
A® =T then
0D;; a Ty
+ ryale :I:al > (13.149)

Substitution of these terms into the pressure difference equation results in

Ly =Tzt
Apij=p {[U@) + uw, V(&) + vw, W) + wwli; Ry w—
ij

+[U(l)+uw,V(l)+vw,W(l)+ww]ij'Tj—Ab” +5Fij
ij

(13.150)
The contribution of this panel to the loads, resolved along the three body axes, is then
AF = —(AIJAS),‘]‘I[,‘]‘ (13151)

The total forces and moments are then obtained by adding the contribution of the individual
panels.

The total force obtained by this pressure difference integration will have some of the
thin lifting surface problems since it does not account for the leading-edge suction force.
In general, the lifting properties of the wing will be estimated adequately by this method
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but the induced drag will be overestimated. Also, in the case of an arbitrary motion, the
definition of lift and drag is more difficult and even the definition of a reference veloc-
ity (e.g., free-stream velocity) is not always simple. For example, presenting the pressure
coefficient data on a helicopter blade in forward flight can be based on the local blade
velocity or on the helicopter flight speed. So for the simplicity of this discussion on the
induced drag, we shall limit the motion of the lifting surface such that it moves forward
along a straight line without side slip (but the forward speed may vary). The induced
drag is then the force component parallel to the flight direction, and each panel contribu-
tion 18

a .
AD,‘J‘ = /0|:(wind + ww),-‘,-(F,-j — Fi—lﬁj)Abij —|— Eri'iASij SlIlOl,‘ji| (13152)
and if the panel is at the leading edge then
ad .
AD,‘_,‘ = p| (Wing + ww)i‘]-FijAbi_,- + EF,‘]‘ASU Sin o (13.152a)

where «;; is the panel’s angle of attack relative to the free-stream direction. The first
term here is due to the downwash induced by the wing’s streamwise vortex lines winqg
and due to the wake wy; the second term is due to the fluid acceleration. The induced
downwash wjpg at each collocation point i, j is computed by summing the velocity in-
duced by all the trailing segments of the wing-bound vortices. This can be done during
the phase of the influence coefficient computation (Eq. (13.144)) by using the VORING
routine with the influence of the spanwise vortex segments turned off. This procedure can
be summarized by the following matrix formulations where all the bg; and the I'x are
known:

Wind—1 byt by -+ by Iy
Wind—2 byi by -+ Dby Iy
Wind—3 | = | bs1 b -+ b3y I3
Wind—m bml bm2 T bmm 1-‘m

where againm = N x M.

The main difficulty in the induced-drag calculation for a general motion lies in the
identification of the force component that will be designated as drag. Once this problem is
resolved then the above method can be extended to more complex wing motions (and then
angles such as o;; in Eq. (13.152) must be defined).

h. Vortex Wake Rollup

Since the vortex wake is force free, each vortex must move with the local stream
velocity (Eq. (13.21a)). The local velocity is a result of the velocity components induced
by the wake and wing and is usually measured in the inertial frame of reference X, Y, Z,
at each vortex ring corner point. To achieve the vortex wake rollup, at each time step the
induced velocity (u, v, w), is calculated and then the vortex elements are moved by

(Ax, Ay, A2)e = (u, v, w) At (13.153)
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The velocity induced at each wake vortex point is a combination of the wing and wake
influence and can be obtained by using the same influence routine (Eq. (13.134)):

(u, v, w)e =Y VORING(x¢, ye, 2¢, i, j, ')
K=1

Nw
+ D VORING(x¢, ye 2 iw jws Twi) (13.154)
k=1

and there are m wing panels and Ny wake panels.

In the case of a strong wake rollup the size of the wake vortex ring can increase (or
be stretched) and if a vortex line segment length increases its strength must be reduced
(from the angular momentum point of view). For the methods presented in this section it is
assumed that this stretching is small and therefore is not accounted for.

Summary
The solution procedure is described schematically by the flowchart of Fig. 13.25.In
principle at each time step the motion kinematics is calculated (Egs. (13.142)), the location of
the latest wake vortex ring is established, and the RHS; vector is calculated. The influence
coefficients appearing in Eq. (13.146) are calculated only during the first time step and
the matrix is inverted. At later time steps, the wing vortex distribution can be calculated by
the momentary RHS; vector, using Eq. (13.147). Once the vortex distribution is obtained the
pressures and loads are calculated, using Eq. (13.151). At the end of each time step, the wake
vortex ring corner point locations are updated using the velocity induced by the flowfield.
A student program based on this algorithm is enclosed in Appendix D (Program No. 16).

Example 1: Sudden Acceleration of an Uncambered Rectangular Wing into
a Constant-Speed Forward Flight

In this case the coordinate system is selected such that the x coordinate is parallel
to the motion and the kinematic velocity components of Eq. (13.141) become
[U(1), 0, 0]. The angle of attack effect is taken care of by pitching the wing in the
body frame of reference and for the planar wing then all the normal vectors will
be n = (sinc, 0, cos ). Consequently, the RHS vector of Eq. (13.145) becomes

RHSx = —{[U(?) + uw]sina + wy cosa} g (13.155)

and here the wake influence will change with time. The rest of the time-stepping
solution is as described previously in this section. For the numerical investigation
the wing is divided into four chordwise and thirteen spanwise equally spaced
panels, and the time step is Uy, At/c = 1/16.

Following the results of Ref. 13.13 we present the transient lift coefficient
variation with time for rectangular wings with various aspect ratios in Fig. 13.34.
The duration of the first time step actually represents the time of the acceleration
during which the 0®/dr term is large. Immediately after the wing has reached
its steady-state speed (U ) the lift drops because of the influence of the starting
vortex and most of the lift is a result of the d®/dr term (because of the change
in the downwash of the starting vortex—see also Fig. 13.8). Also, the initial lift
loss and the length of the transient seems to decrease with a reduction in the wing
aspect ratio (because of the presence of the trailing vortex wake).
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Figure 13.34 Transient lift coefficient variation with time for uncambered, rectangular wings that
were suddenly set into a constant-speed forward flight. Calculation is based on four chordwise and
thirteen spanwise panels and Uy, At /c = 1/16.

The transient drag coefficient variation with time for the same rectangular wings
is presented in Fig. 13.35. Recall that this is the inviscid (induced) drag and it is
zero for the two-dimensional wing (R = o0o). Consequently, the larger aspect ratio
wings will experience the largest increase in the drag owing to the downwash of
the starting vortices. The length of the transient is similar to the results of the
previous figure, that is, a smaller aspect ratio wing will reach steady state in a
shorter distance (in chord lengths).

The above drag calculation results allow us to investigate the components of
Eq. (13.152). For example, Fig. 13.36 depicts the drag Cp, due to induced down-
wash (first term in Eq. (13.152)) and due to the fluid acceleration term Cp, (which
is the second term in Eq. (13.152)) for a rectangular wing with an aspect ratio of
8. At the beginning of the motion, most of the drag is due to the 0®/dr term, but
later the steady-state induced-drag portion develops to its full value.

The effect of wing aspect ratio on the nondimensional transient lift of uncam-
bered, rectangular wings that were suddenly set into a constant-speed forward
flight is shown in Fig. 13.37. This figure is very useful for validating a new calcu-
lation scheme, and the results are sensitive to the spacing of the latest wake vortex
from the trailing-edge (actually this is one method to establish the distance of the
trailing-edge vortex behind the trailing edge for a given time step). For comparison
the results of Wagner!'33 for the two-dimensional case are presented as well (in his
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Figure 13.35 Transient drag coefficient variation with time for uncambered, rectangular wings that
were suddenly set into a constant-speed forward flight. Calculation is based on four chordwise and
thirteen spanwise panels and Us, At /c = 1/16.

case the acceleration time is zero and the lift at t = 0+ is 00). It is clear from this
figure, too, that both the length of the transient and the loss of initial lift decrease
with decreasing wing aspect ratio. The difference between the computed curve
and the classical results of Wagner can be attributed to the finite acceleration rate
during the first time step. The effect of this finite acceleration is to increase the lift
sharply during the acceleration and to increase it moderately later (this effect of
finite acceleration is discussed in Ref. 13.14).

Example 2: Heaving Oscillations of a Rectangular Wing

As a final example this method is used to simulate the heaving oscillations of
a rectangular wing near the ground. The boundary conditions for this case were
established exactly as in the example of Section 13.9.1. The ground effect is ob-
tained by the mirror image method and the results'3!® for a planar rectangular
wing with R = 4 are presented in Fig. 13.38. The upper portion shows the effect
of frequency on the lift without the presence of the ground, and the loads increase
with increased frequency. The lower portion of the figure depicts the loads for the
same motion, but with the ground effect. This case was generated to study the
loads on the front wing of a race car due to the heaving oscillation of the body,
and the data indicate that the ground effect does magnify the amplitude of the
aerodynamic loads.
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Figure 13.36 Separation of the transient drag coefficient into a part due to induced downwash Cp,
and due to fluid acceleration Cp, . Calculation is based on four chordwise and thirteen spanwise panels
and U At/c = 1/16.
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Figure 13.37 Effect of aspect ratio on the nondimensional transient lift of uncambered, rectangular
wings that were suddenly set into a constant-speed forward flight. Calculation is based on four chordwise
and thirteen spanwise panels.
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Figure 13.38 Effect of ground proximity on the periodic lift during the heaving oscillation of an
aspect ratio = 4 rectangular wing.

13.13  Unsteady Panel Methods

Principles of converting a steady-state, potential flow solution into a time-dependent
mode were summarized in Section 13.6 and were demonstrated in the sections that followed.
The complexity of these examples in terms of geometry increased gradually and in the pre-
vious section the three-dimensional thin lifting surface problem was illustrated. Although
this method was capable of estimating the fluid dynamic lift, the calculation of the drag was
indirect and inefficient from the computational point of view. Therefore, a similar conver-
sion of a three-dimensional panel method into the unsteady mode can provide, first of all,
the capability of treating thick and complex body shapes, and in addition the fluid dynamic
loads will be obtained by a direct integration of the pressure coefficients. Since the pressure
coefficient is obtained by a local differentiation of the velocity potential (and not by sum-
ming the influence of all the panels) this approach yields an improved numerical efficiency.
In addition, the drag force is obtained as a component of the pressure coefficient integration
and there is no need for a complicated estimation of the leading-edge suction force.

The following example is based on the conversion of a steady-state panel method using
constant-strength source and doublet elements!?>!? (described in Section 12.5), which re-
sulted in the time-dependent version'>!* presented in this section. Familiarity with Sections
12.5 and 13.12 is also advised since some details mentioned in these sections are described
here only briefly.

The method of the conversion is described schematically in Fig. 13.25, and the potential
flow solution will be included in a time-stepping loop that will start at + = 0. During each of
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the following time steps the strength of the latest wake row is computed by using the Kutta
condition, and the previously shed wake vortex strengths will remain unchanged. Thus, at
each time step, for N panels, N equations will result with N unknown doublet strengths. If
the geometry of the body does not change with time then the matrix is inverted only once. In
a case when the body geometry does change (e.g., when a propeller rotates relative to a wing)
the influence coefficients and matrix inversion (or portions of it) are recalculated at each time
step. The description of the method, based on the eight-step procedure, is then as follows.

a. Choice of Singularity Element

The basic panel element used in this method has a constant-strength source and/or
doublet, and the surface is also planar (but the doublet panels that are equivalent to a vortex
ring can be twisted). Following the formulation of Section 9.4, we can reduce the Dirich-
let boundary condition on a thick body (e.g., Eq. (13.18)) to the following form (see Eq.
(12.29)):

N Ny N
Y Com+ Y Come+ Y Bioy =0 (13.156)
k=1 =1 k=1

which condition must hold at any moment 7. This equation will be evaluated for each col-
location point inside the body and the influence coefficients Cy, C, of the body and wake
doublets, respectively, and By of the sources are calculated by the formulas of Section
10.4. (In this example only the Dirichlet boundary condition is described but with a similar
treatment the Neumann condition can be applied to part or all of the panels.)

b. Kinematics

Let us establish an inertial frame of reference X, Y, Z, as shown in Fig. 13.39,
such that this frame of reference is stationary while the airplane is moving to the left of the
page. The flight path of the origin and the orientation of the x, y, z system is assumed to be
known and the boundary condition (Eq. (13.13a)) on the solid surface becomes

ad

— = (Vo + Vel + Xr)-n .
=V Q x 1) (13.157)
n

Inertial frame
of reference

Figure 13.39 Body and inertial coordinate systems used to describe the motion of the body.



13.13  Unsteady Panel Methods 435

Trailing edge

Wake of
previous time

Distance covered
by T.E. during
last time step

Figure 13.40 Schematic description of a wing’s trailing edge and the latest wake row of the unsteady
wake.

The kinematic velocity components at each point in the body frame due to the motion
(Vo + Viel + © x 1) are given as [U(¢), V(t), W(¢)] by Eq. (13.141). If the combined
source/doublet method is used (see Section 13.2) then the Dirichlet boundary condition
requires that the source strength is given by Eq. (13.19):

oc=-—n-(Vo+ Ve + 2 XT) (13.19)

c. Discretization and Grid Generation

In this phase the geometry of the body is divided into surface panel elements (see
for example Fig. 12.22). The panel corner points, collocation points (usually slightly inside
the body), and the outward normal vectors n; are identified while the counter k for each
panel is assigned. A typical example of generating a wing grid and the unfolded patch is
shown in Fig. 12.23.

The wake shedding procedure is described schematically by Fig. 13.40. A typical trailing-

edge segment is shown with momentary upper w,, and lower p; doublet strengths. The Kutta
condition requires that the vorticity at the trailing edge remains zero:

mw, = (Hu — ) (13.158)

Thus, the strength of the latest wake panel pw, is directly related to the wing’s (or body’s)
unknown doublets. Note that the spanwise segment (parallel to the trailing edge) of the
latest wake panel (which is actually equivalent to a vortex ring) is placed in the interval
covered by the trailing edge during the latest time step (of length Q - Ar). Usually it must
be placed closer to the trailing edge, within 0.2-0.3 of the above distance (see discussion
about this topic at the beginning of Section 13.8.2). During the second time step the wing
trailing edge has advanced and a new wake panel row can be created using the new aft
points of the trailing edge. The previous (t — At)-th wake row will remain momentarily in
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its previous location (as observed in the inertial frame) so that a continuous wake sheet is
formed. The wake corner points then will be moved with the local velocity, in the wake
rollup calculation phase. Once the wake panel is shed, its strength is unchanged (recall the
Helmholtz theorems in Section 2.9), and the wake vortex carries no aerodynamic loads (and
therefore moves with the local velocity). Thus the strengths of all the previous wake panels
are known from previous time steps. This shedding procedure is repeated at each time step
and a row of new trailing-edge wake vortex rings are created (wake shedding procedure).

d. Influence Coefficients

To specify the time-dependent boundary condition the kinematic conditions need
to be known (from Eq. (13.141)) and a time-stepping loop (shown in Fig. 13.25) is initiated
with I; as the time-step counter:

t=1,-At

Let us assume that at ¢+ = 0 the two coordinate systems x, y, z and X, Y, Z in Fig. 13.39
coincided and the wing was at rest. The calculation is initiated at t = Ar and the wake at
this moment consists of one wake panel row (the wake panel row adjacent to the trailing
edge in Fig. 13.40). The Dirichlet boundary condition (Eq. (13.156)) when specified, for
example, at the ith panel’s collocation point (inside the body) is influenced by all the N
body and Ny wake panels and will have the form

N Nw N
Zcikﬂ«k + Z Ciepe + Z Biror =0 (13.156a)
=1 = =1

But the strength of all the wake panels is related to the unknown doublet values of the
trailing-edge upper and lower panels, via the Kutta condition (Eq. (13.158)). Therefore, by
resubstituting the trailing-edge condition (see also a similar explanation in Section 12.5),
we can reduce this boundary condition to include only the body’s unknown doublets, and
for the first time step it becomes

N N
ZA,Wk + Z Bigor =0, t=At (13.159)
k=1 k=1

where A;; = Cji if no wake is shed from this panel and Ay, = C;; £ C;¢ if it is shedding a
wake panel.

During the subsequent time steps wake panels will be shed, but, as noted, their strength
is known from the previous computations. Thus, Eq. (13.159) is valid only for the first time
step, and for r > At the influence of these wake doublets py (excluding the latest row)
must be included in the boundary condition. So for all the other time steps Eq. (13.156a)
will have the form

N My N
ZA,‘](/L](—FZC,'@/J,K—FZB,‘](O']( =0, t>At (13160)
k=1 =1 k=1

Note that now the wake counter My does not include the latest wake row.

e. Establish RHS Vector
Since the source value is set by the value of the local kinematic velocity (Eq.

(13.19)), the second and third terms in Eq. (13.160) are known at each time step and,
therefore, can be transferred to the right-hand side of the equation. The RHS vector is then
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defined as

RHS; C11,C12,5 - - > C1My K1y

RHS, €21, €225+ -+ CoMy M2y

RHSy CN1sCN2, - -+ s CNMy My
bit, b1z, ..., bin ol
by1, b2, ..., oy o)

= . (13.161)

by1,by2, ..., byn/) \own

(Again, note that i, and oy are known.) In the case when the body geometry is not changing
with time the by; coefficients are calculated only once, but the ¢;; coefficients of the wake
must be recomputed at each moment because of the wake’s time-dependent rollup.

f. Solve Set of Linear Equations
Once the the momentary RHS vector is established, the boundary condition, when
specified at the body’s N collocation points, will have the form

aii, iz, ..., AN 15 RHS;
a, axy, ..., 4N 2 RHS,

= (13.162)
ant, anz, - .., ANN N RHSy

This matrix has a nonzero diagonal (ay;, = %, when the panel is not at the trailing edge) and
has a stable numerical solution.

The results of this matrix equation can be summarized in indicial form (for each collo-
cation point k) as

N
> auu = RHS, (13.163)
=1

If the shape of the body remains unchanged then the matrix inversion occurs only once. For
time steps larger then 1 the calculation is reduced to

N
e =Y _ ay'RHS, (13.164)
=1

where ay, ! are the coefficients of the inverted matrix. In situations when a large number
of panels are used (more than 2,000) then from the computational point of view it is often
more economical to iterate for a new instantaneous solution of Eq. (13.163), at each time
step, than to store the large inverted matrix a,&l in the memory.

g. Computation of Velocity Components, Pressures, and Loads
One of the advantages of the velocity potential formulation is that the computation
of the surface velocities and pressures is determinable by the local properties of the solution
(velocity potential in this case). The perturbation velocity components on the surface of a
panel can be obtained by Egs. (9.26) in the tangential direction,
o ol

= =K 13.165
qi ol q 3 ( a)
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and in the normal direction (similar to Eq. (9.27))
qgn =0 (13.165b)

where, m are the local tangential coordinates (see Fig. 12.25). For example, the perturbation
velocity component in the / direction can be formulated (e.g., by using central differences)
as

1
= — (W1 — 13.166
q ZAZ(M 1— Mis1) ( )

In most cases the panels do not have equal sizes and instead of this simple formula, a more
elaborate differentiation must be used. The total velocity at collocation point k is the sum
of the kinematic velocity plus the perturbation velocity:

Qc =[U®), V(©), WOl - (L m, n) + (q1> Gm Gnk (13.167)

where [, my, n; are the local panel coordinate directions (shown in Fig. 12.25) and of course
the normal velocity component for a solid surface is zero. The pressure coefficient can now
be computed for each panel using Eq. (13.28):
- 2209
SETPRN Y g
(1 /2)'0 Ulef Ulef Utef ot
Here Q and p are the local fluid velocity and pressure values, 0®/dr = dp /9t (since
®; = 0), prer is the far field reference pressure, and v, can be taken as the kinematic
velocity as appears in Eq. (13.8):

Viet = —[Vo + Q x 1] (13.169)

or as the translation velocity of the origin V. For nonlifting bodies the use of Eq. (13.128a)
instead of Eq. (13.168) is recommended when the body’s rotation axis is parallel to the
direction of motion. (In the case of more complex motion the use of the pressure equation
and the selection of v,.r should be investigated more carefully.)

The contribution of an element with an area of AS; to the aerodynamic loads AFy, is
then

1
AF; = —C), <§pvfef) ASiny (13.170)
k
In many situations off-body velocity field information is required as well. This type of
calculation can be done by using the velocity influence formulas of Chapter 10 (and the
singularity distribution strengths of o and of p are known at this point).

h. Jortex Wake Rollup

Since the wake is force free, each wake panel (or wake vortex ring) must move
with the local stream velocity (Eq. (13.21a)). The local velocity is a result of the kinematic
motion and the velocity components induced by the wake and body and is usually measured
in the inertial frame of reference X, Y, Z, at each panel’s corner points. This velocity can
be calculated (using the velocity influence formulas of Section 10.4.1 for the doublet and
of Section 10.4.2 for the source panels) since the strength of all the singularity elements in
the field is known at this point of the calculation.

To achieve the wake rollup, at each time step, the induced velocity (u, v, w), at each

wake panel corner point ¢ is calculated in the stationary inertial frame and then the vortex
elements are moved by

(Ax, Ay, Az)e = (u, v, w) At (13.171)
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Summary

The time-stepping solution is best described by the block diagram in Fig. 13.25. For
cases with fixed geometry (e.g., a maneuvering airplane) the geometrical information, such
as panel corner points, collocation points, and normal vectors, must be calculated first. Then
the time-stepping loop begins and based on the motion kinematics the geometry of the wake
panel row adjacent to the trailing edge is established. Once the geometry of the trailing-edge
area is known the influence coefficients ay; of Eq. (13.162) can be calculated. The same
kinematic velocity information (e.g., Eq. (13.141)) allows the body’s source strength (Eq.
(13.19)) and the RHS vector of Eq. (13.161) to be obtained. Next, the unknown doublet
distribution is obtained and the surface velocity components and pressures are calculated.
Prior to advancing to the next time step, the wake rollup procedure is performed and then
the time is increased by At, the body is moved along the flight path, and the next time step
is treated in a similar manner.

Some examples of using the unsteady, constant-strength singularity element based panel

method of Ref. 12.13 are presented in the following paragraphs.

Example 1: Large-Amplitude Pitch Oscillation of a NACA 0012 Airfoil

The previous examples on the pitch oscillations of an airfoil were obtained by
thin airfoil methods that do not provide the detailed pressure distribution on the
surface. In this case the computations are based on a thick airfoil model and the
two-dimensional results were obtained by using a large aspect ratio (R = 1,000)
rectangular wing. The lift and pitching moment histograms, during a fairly large
amplitude pitch oscillation cycle, of this NACA 0012 two-dimensional airfoil
are presented in Fig. 13.41. Comparison is made with experimental results of
Ref. 13.15 for oscillations about the airfoil’s quarter chord. The computations are

1.5
NACA 0012
1.0F
0.5+
G
0 {
——— Ref. 13.15
05k Current computation
—0.5 @ =3°+ 10° sin wr
wc2Q,.=0.1
—10L NACA 0012
Pitch axis = c/4
AR =
At-Q /c=1
0.1p Qule
-—
M
v |
Cm 0 \§ N ———— pa—r— 1
e
_01 ] 1 1 1 1 ]
-10 0 10 20
a, deg

Figure 13.41 Lift and pitching-moment loops for the pitch oscillation of a NACA 0012 airfoil. From
Ref. 12.13. Reprinted with permission. Copyright AIAA.
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Figure 13.42  Lift coefficient variation after an airplane model was suddenly set into a constant-speed
forward motion. From Ref. 12.13. Reprinted with permission. Copyright AIAA.

reasonably close to the experimental values of the lift coefficient through the cycle.
During the pitchdown motion, however, a limited flow separation reduces the lift
of the airfoil in the experimental data. The shape of the pitching-moment loops is
close to the experimental result with a small clockwise rotation. This is a result
of the inaccuracy of computing the airfoil’s center of pressure, since only nine
chordwise panels were used.

This example indicates, too, that if the flow stays attached over the airfoil then
the Kutta condition based load calculation is applicable to engineering analysis
even for these large trailing edge displacements.

Example 2: Sudden Acceleration of an Airplane Configuration

The transient load on a thin airfoil that was suddenly set into motion was first
reported during the 1920s'3* and only recently with the use of panel methods
could this type of analysis be applied to more realistic airplane configurations.
Such computation for a complex aircraft shape is presented in Fig. 13.42, and the
panel grid consists of 706 panels per side of the model. The transient lift growth of
this wing/canard combination differs somewhat from the monotonic lift increase
of a single lifting surface as presented in Fig. 13.37. At the first moment the lift
of the wing and canard grow at about the same rate, with the lift of the wing
being slightly lower because of the canard-induced downwash. Then the wing’s
lift increases beyond its steady-state value, since the canard wake has not yet
reached the wing. At about Q.t/c ~ 1.0 the canard wake reaches the wing and its
influence begins to reduce the wing’s lift. This behavior results in the lift overshoot,
as shown in the figure.

Example 3: Helicopter Rotor

The flexibility of this method can be demonstrated by rotating a pair of high as-
pect ratio, untwisted wings around the z axis, to simulate rotor aerodynamics. The
trailing-edge vortices behind this two-bladed rotor, which was impulsively set into
motion, are presented in Fig. 13.43. Similar information on wake trajectory and
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NACA 0012

Figure 13.43 Panel model of a two-bladed rotor and its wake in hover, after one-quarter revolution.
From Ref. 12.13. Reprinted with permission. Copyright ATAA.

rollup, for more complex rotorcraft geometries and motions (including forward
flight), can easily be calculated by this technique. The spanwise lift distribution
on one rotor blade of Fig. 13.43, after one-quarter revolution (Ayr = 90°), is pre-
sented in Fig. 13.44. The rotor for this example is untwisted and has a collective
pitch angle of «g = 8°, to duplicate the geometry of the rotor tested by Caradonna
and Tung.'31® The large difference between this spanwise loading (Ays = 90°) and
the experimental loading measured in Ref. 13.16, for a hovering rotor, is due to the
undeveloped wake. This solution can be considerably improved by allowing about
eight revolutions of the rotor, so that the wake-induced flow will develop. This
spiral vortex wake-induced downwash did reduce the spanwise lift distribution on
the wake to values that are close to those measured by Caradonna and Tung,'*-16
as shown in Fig. 13.44 (by the “steady hover” line). Figure 13.45 presents the cor-
responding chordwise pressures for three blade stations. The computed pressures
fall close to the measurements of Ref. 13.16 and the small deviations could be a
result of the sparse panel grid used or could be caused by experimental errors.

04r Current method

<O Experiment, ref. 13.16
0.3F

Ay = 90°
R/c =
c, 02 =¥

0.1F Steady hover

1 1 1
00 V0.025 0.50 0.75 1.00

2y/b

Figure 13.44 Spanwise load distribution on the rotor blades of Fig. 13.43. From Ref. 12.13. Reprinted
with permission. Copyright AIAA.
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Figure 13.45 Chordwise pressure distribution on the rotor blades of Fig. 13.43. From Ref. 12.13.
Reprinted with permission. Copyright AIAA.
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Figure 13.46 Wake shape behind a two-bladed rotor and a body in forward flight, after one-half
revolution.
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Figure 13.47 Description of the standard dynamic model and of the coning motion. From Katz, J.,
“Numerical Simulation of Aircraft Rotary Aerodynamics,” AIAA4 Paper 88-0399, 1988. Reprinted with
permission. Copyright AIAA.



444 13 / Unsteady Incompressible Potential Flow
2.00 T T T T T )
—g--a=0°
—a— a = 10°
1.50F -0 a =20° + -
(0..0.0.0..0.00/00.90.0.0.90..9
1.00F + .
G la A B A A ADJAA 5 A 4 & A
0.50+ + J
0.00 }-=-o-8--e-8-a84-88-8—0 00—
-0.50 1 1 1 1 1 1
-0.04 -0.02 0 0.02 0.04
wb2Q.,
(a)
O. 15 T T T T T T
—p-—a =0°
—a— a = 10°
0.10F ...0- @ =20° T 1
0.05F T s
gy -
C, 000{ _A_:n:c:g—qu.-g” =~ L&
o0
P
-0.05f 4 .
—0.10F + .
—0.15 1 1 1 1
-0.04 -0.02 0 0.02 0.04
wbl20,,
(b)
0.03 T T T T T T
—-g--a=0°
N, —a—a = 10°
0.021 \»<‘0-- a=20°T ~
ooIfe~ S+ q
RS -
Ce 000 _—A > E B o082
£ E o o 0 9.
----------- NP
~ a
—OO] ~ T h < \’u\-;
\\
\\
-0.02 k 4 N
-0.03 L 1 L 1 1 1
—-0.04 -0.02 0 0.02 0.04
wb2Q,.
(c)

Figure 13.48 Comparison between measured and calculated normal C, side forces C,, and rolling
moment Cy in a coning motion (without side slip). Symbols represent experimental data of Ref. 13.17.
From Katz, J., “Numerical Simulation of Aircraft Rotary Aerodynamics,” AI4A4 Paper 88-0399, 1988.
Reprinted with permission. Copyright AIAA.
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Increasing the complexity of the motion is fairly simple. The forward flight of
this rotor with a generic body is shown in Fig. 13.46

Example 4: Coning Motion of a Generic Airplane

The coning motion is described schematically in Fig. 13.47 for the generic airplane
geometry modeled by 718 panels per side. In principle the x coordinate of the body
system translates forward at a constant speed O, and the model angle of attack
is set within this frame of reference. The rotation ¢ is performed about the x axis,
as shown in the figure. Computed and experimental normal force C., side force
C,, and rolling moment C, are presented in Figs. 13.48a and 13.48b. The aircraft
model was rotated about its center of gravity at a rate of up to wb/2U = 0.04. This
rate is fairly low, but representative of possible aircraft flight conditions, and was
selected to match the experiments of Ref. 13.17. The normal force is not affected
by this low rotation rate and both experimental and computed lines are close to
being horizontal. For higher angles of attack, the computational results are lower
than the experimental data owing to the vortex lift of the strakes. The side force, in
this type of motion, is influenced by the side slip of the vertical and horizontal tail
surfaces. Consequently, the computed values of Cy, for the above angle-of-attack
range, are close to the experimental data.

The computed rolling moment of the configuration C, at « = 0 (Fig. 13.48c)
is much larger than shown by the experiment. However, the computation does
capture the fact that the trend of the curve slope (which is really the roll damping)
becomes negative at the larger angles of attack. This slope is also a function of the
distance between the wing’s center of pressure and the rotation axis, and the error
in computing this distance is probably the reason for the larger (computed) rolling
moments.
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